Abstract—Automated manipulation of nanowires and nanotubes under electric-fields in fluid suspension would enable the scalable manufacturing of nanodevices for a variety of applications, including nanoelectronics and biological applications. In this paper, we present an electric-field-based method for motion control, planning, and manipulation of nanowires in liquid suspension with a simple, generic set of electrodes. We first present a dynamic model and a vision-based motion control of the nanowire motion in dilute suspension with a set of $N \times N$ controllable electrodes. Since the motion planning of a nanowire from one position to the target location is NP-hard, two heuristic algorithms are presented to generate near-optimal motion trajectories. We compare the heuristic motion planning algorithms with other existing algorithms such as the rapidly exploring random tree (RRT) and $A^*$ algorithms. The comparisons show that the proposed heuristic algorithms obtain near-optimal minimum time trajectories. Finally, we demonstrate a single, integrated process to position, orient, and deposit multiple nanowires onto the substrate. Extensive experimental and numerical results are presented to confirm the motion control and planning algorithms.

Note to Practitioners—To fully realize the enormous potential of functional nanodevices, automated, scalable methods are needed to manipulate and assemble nanowires and nanotubes with controlled orientations at specific spatial locations. This paper presents one such technique for the automated motion planning, control and manipulation of individual nanowires suspended in a fluid. The design uses a set of electrode arrays to drive and orientate the nanowire from one location to the target location under electroosmotic and electro-osmotic forces. The motion modeling and control of individual nanowires in fluid suspension are first presented to guide the nanowire to follow a given trajectory. Then, using the symmetry of the electric-field distribution, a heuristic nanowire motion planning algorithm is proposed to reduce the computational complexity. The algorithms are demonstrated and validated through experiments. We finally present several experiments demonstrating the steering and positioning of individual and multiple (in sequence) nanowires in a fluid suspension to form geometric patterns. The results will help provide a foundation for scalable, automated methods for manipulating nanowires to build nanodevices.

Index Terms—Electro-osmosis (EO), electrophoresis, motion planning, nanowire control, nanowire manipulation.

I. INTRODUCTION

The automated manipulation and assembly of nanowires or nanotubes is a fundamental challenge for manufacturing functional nanodevices [1]–[3]. Under electric fields, particles in fluid suspension experience an electrophoretic (EP) force proportional to the effective electrokinetic potential (i.e., the zeta-potential) and the field strength, while the fluid itself experiences electro-osmotic (EO) forces [4]. It is important to note that even electrically neutral particles in liquid suspension typically have a nonzero zeta-potential in the interfacial double layer; a large zeta-potential is, in fact, a common stability criterion for colloidal suspensions. Therefore, by actuating a set of electrodes, a precisely controlled electric field can be generated and used to drive nanowires to desired locations under EP and EO forces. The goal of this paper is to present an electric-field-based motion-control strategy for effectively manipulating individual nanowires in dilute suspensions.

Compared with other nanomanipulation and nanomanipulation techniques such as the tip-based approach [5], [6], the use of electric-field-induced forces to drive a particle in suspension has advantages of ease and superior scalability. As a result, electrophoresis and dielectrophoresis (DEP) have been explored in the past decade as methods to precisely control nanowire motion in microfluidic devices [7]. Compared to DEP, which depends on the spatial gradient of square of the electric field, EP-based manipulation is simple, requires lower electric fields, and is easier to implement for long-range motion. Most existing work on the use of electric fields to position and sort nanoparticles in fluid suspension have dealt with spherical particles such as beads and biological cells. The electric-field-based manipulation of high-aspect ratio nanowires and nanotubes, although less common, has also been reported in the literature, such as [8]–[10], etc. However, most of the prior works have used the open-loop control of electrodes and do not consider the distributed feedback control of nanowires with programmable electrode arrays.

The application of electric fields to a particle suspension generates EP forces on the particles, as well as EO flow of the fluid itself [4]. In [11], the use of the EO-based flow control to steer and manipulate the particles and nanowires was extensively discussed and demonstrated. The microfluidic device was fabricated to have multiple electrodes to generate EO that steered and oriented particles and nanowires [11] at the center of...
a star-shaped microfluidic channel. EO modeling and optimization algorithms were used to steer and manipulate particles and nanowires in that design. In our design for electric-field-based motion control, both EP force and EO flow are significant to the particle motion. However, due to lack of precise knowledge of the boundary conditions (specifically the zeta-potential on both the particle and device boundaries), exact modeling of both the EP and EO actuation is difficult in our case. Instead, we design a robust motion-control algorithm that models the EP driving force and simultaneously compensates for the EO-induced motion disturbance.

Motion planning of nanowires with a set of independently addressable electrodes is challenging due to its combinatorial optimization nature [12]. A closely related topic is the routing problem for droplets in digital microfluidic biochips (DMFB) [13], [14]. In DMFB design, the droplets’ motion is controlled by turning on and off a set of electrodes for a given roadmap configuration. The motion planning problem in DMFB is to coordinate multiple droplets’ motion for minimum time to reach the desired configuration without collision [15]. The motion planning problem considered in this paper is however different from those in the DMFB design in several aspects. First, the motion of nanowires are much more complex than the droplets in DMFB, since the EO- and EP-induced motion is not restricted to only translation in four discrete directions, but occurs in continuous 3D space. Second, complete control of the nanoparticle motion in our case necessitates consideration of the orientation of the nanowire or nanotube, as well as position. Finally, the motion of nanowires under electric fields is controlled not only by the four electrodes within nearest distance but also a set of neighboring electrodes. These differences significantly increase the complexity of EP/EO motion planning and control design. The results of the minimum-time trajectory control of kinematic mobile robots with a finite input set in [16] are built on assumption of individually self-propelled robots. Thus, those results cannot be directly applied to motion planning for EP- and EO-induced nanowire motion with the electric fields generated by multiple electrodes.

In this paper, we first present a dynamic model and motion control of nanowires under EP in an electric-field. We then discuss geometric properties relevant to the electric-field-based single-nanowire motion planning and control problem. Due to the NP-hard complexity, we present two heuristic control solutions and compare with the other well-known motion planning approaches such as rapidly exploring random tree (RRT) and A* algorithms [12]. Extensive experimental and numerical results confirm the performance of the proposed motion planning and manipulation. We finally present a set of experiments to demonstrate the feasibility of using EP-based devices to steer and deposit nanowires to potentially fabricate nanodevices. The main contribution of this work is twofold: First, we present a new design for the motion control, planning and manipulation of nanowires under electric-fields in fluid suspension. The design and algorithms are experimentally and numerically demonstrated, and could serve as enabling techniques for scalable, automated nanowire-based fabrication for many potential applications. Secondly, the formulation and heuristic solutions of the electric-field-based nanowire motion planning under distributed electrode arrays are new and complement the existing results (e.g., routing algorithms for DMFB [13], [14] and minimum-time trajectory control of self-propelled kinematic robots [16]). Compared with the previous conference publications [17], [18], this paper significantly extends the analysis and experimental results.

The rest of this paper is organized as follows. We present the system configuration and the problem formulation in Section II. We then discuss the electric-field modeling in Section III. The motion control of nanowires under EP forces is discussed in Section IV and the motion planning algorithms are presented in Section V. Experimental results are presented in Section VI before we conclude this paper in Section VII.

II. SYSTEM CONFIGURATION AND PROBLEM FORMULATION

Fig. 1(a) shows the schematic of the microfluidic device. We consider a device with \( N \times N \) electrodes on the bottom surface. The array of circular electrodes are fabricated on a glass substrate with equal distance \( L \) between centers [Fig. 1(b)]. Each electrode is independently actuated with a DC voltage and for simplicity, the same actuation voltage is applied to all electrodes. The electrode arrays are covered by fluid containing a dilute concentration of nanowires. A glass coverslip is used to cover the fluid and form a flow reservoir.

The use of the electrodes on the nonconducting bottom surface creates an electric field inside the fluid reservoir that is primarily parallel to the substrate surface. Under this largely horizontal electric field, the nanowires orient and move under EP and EO forces. To deposit nanowires onto the device surface, an additional electrode is fabricated on the top surface, as shown in Fig. 1(a). For a nanowire in fluid suspension at location \( S \) shown in Fig. 1(a), we first actuate the electrode arrays on the bottom surface to steer and drive the nanowire to the targeted horizontal location \( T \). Then, the electrode arrays are turned off and the electrode on the top surface is turned on to align and drive the nanowire vertically until it reaches the bottom surface. Finally, the electrode arrays are turned on again to lay down and deposit the nanowire onto the device surface with the desired orientation.

Fig. 1(c) illustrates the schematic of the electric-field-based nanowire motion control, planning, and manipulation scheme. The nanowire motion control is based on a model of nanowire dynamics under EP-force actuation, with vision-based feedback control of the nanowire positioning. The control system also compensates for the complex 3D EO flow that is unmodeled. The motion planner determines the minimum-time trajectory for given target points and nanowire’s current position.

We denote the electrode as \( e_{ij} \) at the \( i \)th row and the \( j \)th column, \( i, j = 1, \ldots, N \). We define the electrode control matrix \( \mathbf{u} = \{u_{ij}\}, i, j = 1, \ldots, N, \) with

\[
u_{ij} = \begin{cases} 
1, & \text{if } e_{ij} \text{ is turned "on"} \\
0, & \text{if } e_{ij} \text{ is turned "off"} \end{cases}
\]

(1)

From \( \mathbf{u} \), the \( m (m < N^2) \) powered-“on” electrodes are captured by indexing all non-zero elements \( u_{ij} \) into \( \mathbf{U} = \{e_{i_j} : I_k = \{i, j\}, u_{ij} = 1\} \) with \( \mathbf{U} = m \), where \( \cdot \) is the cardinality of a set. For nanowire manipulation using the device shown in
Fig. 1(a), we mainly consider the following motion control and planning problems.

**Motion Control Problem:** find electrode control \( \mathbf{u}(t) \) at time \( t \) to steer the nanowire to follow a given trajectory \( \mathbf{C}(x, y, t) \).

**Motion Planning Problem:** for given starting and target locations \( S \) and \( T \), find a planning path \( \mathcal{P} \) that the nanowire takes minimum time from \( S \) to \( T \).

In Sections IV and V, we will present how to solve the above two problems, respectively. In Section III, we first discuss how to efficiently obtain and compute the electric field \( \mathbf{E} \) at any locations for a given \( \mathbf{U} \).

### III. ELECTRIC FIELD MODELING

Since Gauss’ law for electric fields is linear, the electric-field \( \mathbf{E}_p \) near nanowire \( P \) can be calculated by superposition of the electric-field vectors for each power-“on” electrode, namely

\[
\mathbf{E}_p = \sum_{e_i \in \mathbf{U}} \mathbf{E}_{k_i}(P) \tag{2}
\]

where \( \mathbf{E}_{k_i}(P) \) is the electric field near \( P \) under powered-“on” electrode \( e_i \in \mathbf{U} \). In the following, we describe how to efficiently compute \( \mathbf{E}_p \).

We consider a nanowire \( P \) located at \( \mathbf{r}_p(P) = [x, y]^{T} \). The position of electrode \( e_i \) is denoted as \( \mathbf{r}_{e_i} \). To determine the electric-field at \( \mathbf{r}_p(P) \), we use the high-fidelity simulation package COMSOL to evaluate the effect of turning on one electrode near \( P \). Only activated electrodes within a two-array-distance range \( 2L \) with respect to nanowire \( P \) are found to have a significant effect on the electric field at \( \mathbf{r}_p(P) \), namely, electrodes \( e_{ij} \) satisfy \( \| \mathbf{r}_p(P) - \mathbf{r}_{e_{ij}} \|_1 \leq 2L \), where \( \| \cdot \|_1 \) is the 1-norm of vector \( \mathbf{x} \in \mathbb{R}^2 \). As shown in Fig. 2(a), for nanowire \( P \) located inside array cell \( ABCD \), the electric field inside \( ABCD \) is influenced primarily by electrodes within \( A'B'C'D' \) shown as the dot-dash lines. For presentation convenience, we define the **atomic and basic electrode sets** \( \mathcal{E}_a(P) \) and \( \mathcal{E}_b(P) \) for nanowire \( P \), respectively, as

\[
\mathcal{E}_a(P) = \{ e_{ij} : \| \mathbf{r}_p(P) - \mathbf{r}_{e_{ij}} \|_1 \leq L \} \tag{3}
\]

and

\[
\mathcal{E}_b(P) = \{ e_{ij} : \| \mathbf{r}_a(P) - \mathbf{r}_{e_{ij}} \|_1 \leq 2L \}. \tag{4}
\]

For example, \( \mathcal{E}_a(P) \) and \( \mathcal{E}_b(P) \) contain the electrodes in areas \( ABCD \) and \( A'B'C'D' \) in Fig. 2(a), respectively.

To calculate the electric field in \( \mathcal{E}_a(P) \), we shall compute the electric field generated by turning on each electrode in set \( \mathcal{E}_a(P) \) and then superpose them by (2). Notice that the influence of a powered-“on” electrode only affects the electric field within a distance range of \( 2L \). Therefore, let us consider the case when one electrode is “on” and find out how to compute the electric field. Fig. 2(b) illustrates a case that electrode \( A \) is “on” and all other electrodes in its neighbor within \( \mathcal{E}_b(A) \) are “off” (i.e., grounded). Due to symmetry, the electric fields are the same around \( A \) in four quadrant areas. With this observation, we build the electric field data for one quadrant area (i.e., four atomic cells) and then compute the electric field in the other three quadrant areas by symmetry. We here label region of each atomic electrode cell as \( \mathcal{D}_{ij} \), where index \( i = 1, 2, 3, 4 \) indicates the atomic cell number in each quadrant area and index \( j = 1, 2, 3, 4 \) indicates the left-bottom, right-bottom, right-top, and left-top quadrant areas, respectively, as shown in Fig. 2(b). Moreover, for the four atomic cells \( \mathcal{D}_{ij} \) on the left-bottom corner shown in Fig. 2(b), the electric fields are denoted as \( \mathbf{E}_1(i) \), \( i = 1, 2, 3, 4 \), and assumed to be known.

Algorithm 1 illustrates the computing of the electric field within \( \mathcal{E}_a(P) \). The algorithm first computes sets \( \mathcal{E}_a(P) \) and \( \mathcal{E}_b(P) \). Since the actuated electrodes are given in \( \mathbf{U} \), the algorithm then finds the subset of powered-“on” electrodes in...
\( \mathcal{E}(P) \), denoted as \( \mathcal{E}_{\text{act}}(P) = \mathcal{E}(P) \cap U \). For each “on” electrode in \( \mathcal{E}_{\text{act}}(P) \), the algorithm computes the electric field \( \mathbf{E}_i(P) \) within area \( \mathcal{E}_a(P) \). By flipping up and down, left and right, or rotating by 180°, we obtain the computation of the electric field \( \mathbf{E}_i(P) \) within \( \mathcal{E}_a(P) \) for each actuated electrode. Since \( \mathcal{E}_{\text{act}}(P) \leq 16 \), the complexity of Algorithm 1 is \( O(1) \).

**Algorithm 1: E-field Generation Algorithm**

**Input:** \( r_n(P), U \) and \( E_1(k) \), \( k = 1, 2, 3, 4 \)

**Output:** \( \mathbf{E}_p \)

\[
\mathcal{E}_b(P) = \{ r_{ij} : \| r_n(P) - r_{ij} \| < 2L \};
\]

\[
\mathcal{E}_{\text{act}}(P) = \mathcal{E}_b(P) \cap U, E_{a1}(P), E_{g1}(P) \leftarrow \text{NULL};
\]

\[
E_{a1}(k) = \text{proj}_{z}(E_1(k)), E_{g1}(k) = \text{proj}_{y}(E_1(k));
\]

\[\text{for } i \in \mathcal{E}_{\text{act}}(P) \text{ do} \]

\[\text{if } r_h(P) \in D_{2}(k) \text{ then} \]

\[E_{a1}(P) \leftarrow E_{a1}(P) + E_{a1}(k); \]

\[E_{g1}(P) \leftarrow E_{g1}(P) + E_{g1}(k) \]

\[\text{else if } r_h(P) \in D_{2}(k) \text{ then} \]

\[E_{a1}(P) \leftarrow E_{a1}(P) - \text{mirrorLR}(E_{a1}(k)); \]

\[E_{g1}(P) \leftarrow E_{g1}(P) + \text{mirrorLR}(E_{g1}(k)) \]

\[\text{else if } r_h(P) \in D_{3}(k) \text{ then} \]

\[E_{a1}(P) \leftarrow E_{a1}(P) - \text{Rot}(E_{a1}(k), \pi); \]

\[E_{g1}(P) \leftarrow E_{g1}(P) - \text{Rot}(E_{g1}(k), \pi) \]

\[\text{else} \]

\[E_{a1}(P) \leftarrow E_{a1}(P) + \text{mirrorUD}(E_{a1}(k)); \]

\[E_{g1}(P) \leftarrow E_{g1}(P) - \text{mirrorUD}(E_{g1}(k)) \]

\[\text{end} \]

\[\mathbf{E}_p = \sum_{i \in \mathcal{E}_{\text{act}}(P)} E_i(P) \]

\[\text{end} \]

**IV. EP-BASED NANOWIRE MOTION CONTROL**

**A. EP-Based Nanowire Motion Model**

We model the nanowire as a prolate spheroid shape, as illustrated in Fig. 3. A body-fixed coordinate system \( xyz \) is chosen that is aligned with the principle axes of the ellipsoid. A particle moving in a viscous flow is subjected to hydrodynamic forces. If the movement of the prolate spheroid particle is aligned with its main axis (i.e., \( z \) axis), the hydrodynamic drag of the prolate spheroid can be evaluated by [19]

\[ F_{\text{drag}} = \frac{-8\pi \mu v}{[v_z^2 + 1] \coth^{-1} \left( \frac{v_z}{v} \right)} = -6\pi \mu \text{ln}R \]

(5)

where \( \mu \) is the dynamic viscosity, \( v \) is the relative velocity vector of the fluid with respect to the particle, \( a \) and \( b \) are the major and the minor radii of ellipse, \( c = \sqrt{a^2 - b^2} \), and

\[ R = \frac{4}{3\sqrt{[\frac{a}{v}]^2 - 1}} \left( [\frac{a}{v}]^2 + 1 \right) \coth^{-1} \left( \frac{v}{c} \right) - \frac{a}{v} \).

We assume that the nanowire is always aligned and moving tangential to the electric field, as any misalignment from the field direction leads to a restoring torque which tends to orient the nanowire with the field [20].

Assuming a thin electric double layer for the particle and no retardation effect, the EP force \( \mathbf{F}_{\text{EP}} \) acting on a particle in liquid suspension is given by

\[ \mathbf{F}_{\text{EP}} = 6\pi \mu c \zeta R \mathbf{E} = 6\pi \varepsilon_0 \mu \zeta R \mathbf{E} \]

(6)

where \( \mathbf{E} \) is the DC electric field vector, \( \zeta \) is the zeta-potential of the suspended particle (which can be experimentally determined), and \( \mu = \varepsilon_\text{m} \zeta / \mu \) is the electrophoretic mobility, where \( \varepsilon_\text{m} \) is the electric permittivity. Due to small Reynolds numbers for the particle motion, the particle is always at steady state and the EP force is balanced by the hydrodynamic viscous drag force, so that \( \mathbf{F}_{\text{EP}} + \mathbf{F}_{\text{drag}} = 0 \). Using (5) and (6), we obtain

\[ v = \frac{v_x}{v_y} = -\frac{\varepsilon_\text{m} \zeta \mathbf{E}}{\mu}. \]

(7)

Brownian translation and rotation of the nanowires are neglected in the model for sufficiently large particle velocities and electric-fields [21]. The motion equation (7) implies that the velocity of the nanowire is independent of the nanowire geometry (e.g., size and shape), provided we can assume a thin double layer and uniform zeta potential [22].

From (7), the velocity magnitude of the nanowire in the suspended plane is proportional to the magnitude of the electric field \( |\mathbf{E}| \), and the direction of motion of the nanowire is along the electric field. By appropriately switching the powered-“on” electrodes, the electric field \( \mathbf{E} \) can be changed and used to control a nanowire’s motion.

**B. Nanowire Motion Control**

The goal of the motion control is to steer the nanowire to follow a given trajectory \( C(x_d, y_d) \). As shown in Section VI, the nanowire motion is affected significantly by EO flow of the suspending fluid and thus, the control design must be also robust enough to compensate for any unmodeled disturbances.

We extend the potential function approach in [23], [24] to design the path-following control of \( C(x_d(\tau), y_d(\tau)) \), which is parameterized by time variable \( \tau \), instead of time \( t \). We here present the discrete-time motion controller design. The following potential function is used to capture the path-following position errors along \( C \) at the \( k \)th step:

\[ U(\theta(k)) = \frac{1}{2} \beta_1 \left[ (1 - \cos 2\theta_1(k)) + (1 - \cos 2\theta_2(k)) \right] \]

(8)
where $\beta_1 > 0$ is a constant gain, $\theta(k) = [\theta_x(k) \ \theta_y(k)]^T$, $\theta_x(k) = \tan^{-1} e_x(k)$, $\theta_y(k) = \tan^{-1} e_y(k)$, and the position errors $e_x$ and $e_y$ are defined as

$$e(k) = \begin{bmatrix} e_x(k) \\ e_y(k) \end{bmatrix} = \begin{bmatrix} x(k) - x_d(k) \\ y(k) - y_d(k) \end{bmatrix} .$$

The position variables at the $k$th step for the nanowire and its desired locations are, respectively, as $x(k) = x(k\Delta t)$, $y(k) = y(k\Delta t)$, and $x_d(k) = x_d(\tau_k)$, $y_d(k) = y_d(\tau_k)$, where $\Delta t$ is the constant sampling period. The updating law for $\tau_k$ will be given later in this section.

At the $k$th step, the desired velocity $v^d(k) = [v_{x}^d(k) \ v_{y}^d(k)]^T$ is calculated by

$$\begin{bmatrix} v_{x}^d(k) \\ v_{y}^d(k) \end{bmatrix} = \lambda_1 \left[ \frac{\partial v_x}{\partial x} \right] - \lambda_2 \left[ \frac{\sin 2\theta_x(k)}{v_{x}^d(k)} \right] - \lambda_3 \left[ \frac{\varepsilon_x(k)}{v_{x}^d(k)} \right] \quad \text{(10)}$$

where $\lambda_1 = e_{\varepsilon U}(\theta(k))$, $\lambda_2 = 2 - e_{\varepsilon U}(\theta(k))$, $\lambda_3 > 0$ is a self-pacing constant parameter and $\lambda_3$ is a positive constant parameter. The error prediction, namely, the last term in (10), is calculated by

$$\varepsilon(k) = \begin{bmatrix} \varepsilon_x(k) \\ \varepsilon_y(k) \end{bmatrix} = \alpha_x \varepsilon(k) + \alpha_y [\varepsilon(k) - \varepsilon(k - 1)] \quad \text{(11)}$$

where positive constants $\alpha_x$, $\alpha_y > 0$ are design parameters.

Note that the first term in the right hand of (10) indicates the direction of the desired trajectory $C$, the second term penalizes the tracking direction and the third term tries to compensate for the predicted error for the next time period using the past two-step error measurements as given in (11). The time parameter updating is given by the following dynamics:

$$\tau_{k+1} = \tau_k + \lambda_1 \Delta t. \quad \text{(12)}$$

Finally, we need to determine the powered-“on” electrodes such that the electric field $E_x(k)$ is to steer nanowire velocity $v(k)$ in (7) to follow $v^d(k)$ given by (10). To determine the controlled electrodes, we formulate an optimization approach to determine the actuation electrodes control $u^*(k)$ as follows:

$$u^*(k) = \arg_{u \in \mathcal{U}} \min \| v^d(k) - v(k) \|$$

where $v(k) = e_{\varepsilon U}(\mathcal{F}(u(k))/\mu$ for a given electrode control $u(k)$; for $e_{\varepsilon U} \in \mathcal{E}_\varepsilon(\mathcal{P})$.)

With the above design, we have the following property.

**Property 1:** For any given trajectory $\mathcal{P}$ in $\mathcal{E}_u$, we can always find a potential electrode control such that a dual trajectory $\mathcal{P}'$ achieves the same travel time as that of $\mathcal{P}$, where $\mathcal{P}'$ is symmetric with $\mathcal{P}$ about mirror lines of $\mathcal{E}_u$.

With the above observation, the minimum time trajectory from $S$ to $T$ satisfies the following property.

**Lemma 2:** The minimum-time trajectory can avoid passing across one mirror line twice.

**Proof:** See Appendix A.

**Remark 1:** The number of elements in $\mathcal{E}_\varepsilon(\mathcal{P})$ is 16 and the most influential electrodes for electric field $E_x$ are those in $\mathcal{E}_\nu(\mathcal{P})$, which contains only four electrodes. Therefore, obtaining control $u^*$ by searching solution in (13) is not computationally expensive. It is also noted that the powered-“on” electrodes (i.e., $u^*$) can switch between any consecutive steps. The directions of desired velocity $v^d(k)$ and EP-induced velocity $v(k)$ might not align each other perfectly. Therefore, as shown in experiments in Section VI, the nanowire motion trajectories show zigzag patterns.

V. EP-BASED NANOWIRE MOTION PLANNING

A. Optimal Trajectory Property

As discussed in Section III, $E_x$ is only determined by the 16 electrodes in $\mathcal{E}_\varepsilon(\mathcal{P})$. The motion-planning problem thus becomes to determine “on” or “off” status of these 16 electrodes. However, searching all of the $2^{16}$ possibilities of binary control of electrodes in $\mathcal{E}_\nu(\mathcal{P})$ is prohibitive due to high computational cost. Therefore, we shall use the properties of the motion trajectory to simplify the searching process. It is noted that when an electrode is turned “on,” the generated electric field is symmetric about all of the horizontal, vertical and diagonal directions around the electrode. Such symmetry property is used to simplify the planning complexity.

We first introduce some geometry concepts to facilitate the illustration of the motion planning algorithms. Fig. 4 shows the schematic of the motion planning of a nanowire from starting point $S$ and to target point $T$. Let us consider the atomic electrode set $\mathcal{E}_\alpha = \{S, Q, R, G\}$ in the figure.

**Definition 1:** A mirror of $\mathcal{E}_\alpha$ is a line segment connecting any pair of vertices of $\mathcal{E}_\alpha$ or any of the middle points of each side of $\mathcal{E}_\alpha$ with its center. A mirror line is the straight-line combined by co-linear mirrors.

For example, for the atomic cell $\mathcal{E}_\alpha = \{S, Q, R, G\}$, lines $SW$, $WG$, $GV$, $VR$, $RU$, $UQ$, $QT$, $TS$, $SO$, $OR$, $QO$, $OG$, $OW$, $OV$, $OU$, and $OT$ are all mirrors of $\mathcal{E}_\alpha$; mirrors $QO$ and $OG$ are on the same mirror line $QG$.

We define the control line as the straight line connecting the nanowire current location and target point $T$ and the cut line as the line perpendicular to the control line and passing the nanowire current position. For example, lines $ST$ and $\mathcal{S}T$ are the control line and the cut line, respectively, for the starting and target points $S$ and $T$, as shown in Fig. 4. Line $\mathcal{S}T$ divides all electrodes into two groups. The electrodes in the half plane $H \perp K \perp L$, as shown the shaded area in the figure, are the power sources that drive the nanowire toward $T$ and we define them as target power electrodes and denote as $\mathcal{E}_\Omega$.

Due to symmetry of the electric field in $\mathcal{E}_\alpha$, it is straightforward to obtain the following property.

**Property 1:** For any given trajectory $\mathcal{P}$ in $\mathcal{E}_u$, we can always find an alternative electrode control such that a dual trajectory $\mathcal{P}'$ achieves the same travel time as that of $\mathcal{P}$, where $\mathcal{P}'$ is symmetric with $\mathcal{P}$ about mirror lines of $\mathcal{E}_\alpha$.

With the above observation, the minimum time trajectory from $S$ to $T$ satisfies the following property.

**Lemma 2:** The minimum-time trajectory can avoid passing across one mirror line twice.

**Proof:** See Appendix B.

We now define a trajectory search area $\mathcal{A}_m$ as follows.

**Definition 2:** Trajectory search area $\mathcal{A}_m$ is the convex hull whose boundaries are formed by the mirror lines. Moreover, $\mathcal{A}_m$ contains all the mirrors that intersect with the control line. If the control line passes through intersection points of mirrors, then take all the intersected mirrors on both sides of the control line into $\mathcal{A}_m$; if the control line coincides with any mirrors, then only mirrors lie in either half side of the control line are considered into $\mathcal{A}_m$. ...
Using the results in Lemma 2, we have the following property about the minimum-time trajectory.

**Lemma 3:** The minimum-time trajectory from \( S \) to \( T \) is located inside \( A_m \).

**Proof:** See Appendix C.

For a given pair of starting and target points \( S \) and \( T \), Algorithm 2 describes the computational approach to find \( A_m \). The algorithm takes the intersection of the diagonal parallelogram \( \mathcal{A}_d \), anti-diagonal parallelogram \( \mathcal{A}_a \), and rectangle \( \mathcal{A}_r \) areas. All of these parallelograms or rectangles are computed through finding the convex polygon for sets of lines \( L_h \) (horizontal with slope \( k = 0 \)), \( L_v \) (vertical with slope \( k = \infty \)), \( L_d \) (diagonal with slope \( k = 1 \)) and \( L_a \) (anti-diagonal with slope \( k = -1 \)). Function `Lineswape` identifies these line sets, and procedure `Nearline` finds the closest lines to points \( S \) and \( T \) and, with slope \( k \), and passing through any electrodes. Procedure `Linecross` then determines whether these \( L_S \) and \( L_T \) intersect with control line \( L_c \). Function `Lineswape` identifies the desired line sets by only testing at most six times for \( S \) and \( T \). The intersection of three polygons costs \( O(1) \) since the polygons are either parallelograms or rectangles. Thus, the complexity of the algorithm is \( O(1) \).

**Algorithm 2:** Find trajectory search area \( A_m \)

**Input:** \( \mathcal{S}, \mathcal{T} \)  
**Output:** \( A_m \) 
1. \( L_c \leftarrow \text{Lineswape}(S, T, 0, 1) \); 
2. \( L_h \leftarrow \text{Lineswape}(S, T, 0, 1) \); 
3. \( L_v \leftarrow \text{Lineswape}(S, T, 1, 1) \); 
4. \( L_d \leftarrow \text{Lineswape}(S, T, -1, 1) \); 
5. \( A_d \leftarrow \text{Polygone}(L_h, L_v) \); 
6. \( A_d \leftarrow \text{Polygone}(L_d, L_a) \); 
7. \( A_r \leftarrow \text{Polygone}(L_a, L_c) \); 
8. \( A_m \leftarrow A_d \cap A_d \cap A_r \); 
9. `Lineswape` \( (S, T, k, 1) \) 
10. **while** \( i = 1, \ldots, 3 \) **do** 
11. \( L_S \leftarrow \text{Nearline}(k, S, i) \); 
12. \( \text{IsIntersect1} \leftarrow \text{Linecross}(L_S, L_c) \); 
13. **if** `IsIntersect1` **then** Break; 
14. **end** 

**B. Motion-Planning Algorithms**

We here present two heuristic planning algorithms by using the properties described in the previous section. For comparison purposes, we also present the planning results by using the well-known \( A^* \) and RRT algorithms.

1) **Heuristic Algorithm—AllPower:** A heuristic algorithm, AllPower, is simply to turn on all the target power electrodes. At each planning step, the algorithm updates the control line and cut line and then, the target power electrodes are all activated. The nanowire is driven by the maximum velocity along the direction towards \( T \). Although each target power electrode produces an attractive force towards \( T \), the resulting trajectory is not necessarily the shortest time since the travel distance could end up longer than the minimum-time trajectory.

2) **Heuristic Algorithm—MinCost:** Another heuristic algorithm, \( \text{MinCost} \), considers the cost of every possible combination of power sources. At each planning time step, the algorithm computes the velocity field \( \mathbf{v}_T \) and \( \mathbf{v}_e \) along the control-line and cut-line directions, respectively, under any possible combination of target power electrodes. The control \( \mathbf{u}_c \) is obtained by maximizing a cost function that penalizes the ratio of \( |\mathbf{v}_T| \) and \( |\mathbf{v}_L| + \mathbf{v}_0 \), where \( \mathbf{v}_0 > 0 \) is a small constant to avoid singularity, namely

\[
\mathbf{u}_c = \arg \max_{e_i \in \mathcal{E}_T} \left( \frac{|\mathbf{v}_T|}{|\mathbf{v}_L| + \mathbf{v}_0} \right) 
\]

Under \( \mathbf{u}_c \), a large velocity can be obtained along the control-line direction, while a small velocity in the cut-line direction.

3) **A* Pruning:** We here modify \( A^* \) algorithm [12] to solve the planning trajectory. In each planning step, the algorithm expands the \( A^* \) graph only in \( A_m \). For each expended node, it checks whether the node’s parent’s have passed the mirror lines before: if so, deletes the new node that across the same mirror line. Meanwhile, if the new node’s position has been explored previously, then the algorithm compares the cost of each trajectory that arrives at that same position, prunes the graph by deleting the higher cost node and reconnects the deleted node’s children to the lower cost node. Finally, the algorithm sorts the cost of each node in the open list of the \( A^* \) graph and drives the nanowire using the least cost. For nanowire \( P(x, y) \), the (time) cost function is defined as

\[
T_e(P') = \min_{e_i \in \mathcal{E}_T} \left( \frac{\text{dist}(T(x, y), P(x, y))}{v_{\text{max}}} + T(P(x, y)) \right) 
\]

where \( \text{dist}(\cdot, \cdot) \) defines the distance between two points, \( v_{\text{max}} \) is the possible maximum velocity of the nanowire, \( T(P(x, y)) \) is the travel time to reach point \( P(x, y) \), and \( T(x, y) \) is the target point. It is straightforward to obtain that the cost function never overestimates the minimum time.
4) Breadth-First Search (BFS)-Based Planning: With a fixed planning time step, we build trajectory paths under all possible combinations of powered-"on" electrodes and then a graph is constructed using all possible trajectory paths. A breadth-first search (BFS) method is used to build a searching tree to obtain the optimal results. Similar to the $A^*$ algorithm, only the trajectories within $A_m$ are used in the searching process, and mirror-line checking and cost-pruning are also used in this algorithm. At a fixed planning time step, BFS yields the minimum-time result when all the time costs of expanding nodes are equal because it always expands the shallowest unexpanded node. Therefore, we will use BFS as the benchmark to compare various planning algorithms.

5) RRT Pruning: By modifying the sampling based search algorithm [12], the RRT-pruning algorithm only samples points inside $A_m$, enforces the mirror-line checking and employs the cost-pruning technique as those in the $A^*$ pruning algorithm to steer the nanowire from the current position to the new nodes and then connect them back to the RRT trees.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

Fig. 5(a) shows the experimental setup for nanowire motion control and manipulation test. A microfluidic device [Fig. 5(c)] with $2 \times 3$ electrode arrays was fabricated on glass and mounted on a PCB connector, as shown in Fig. 5(b). The distance between centers of adjacent electrodes is $L = 1200 \mu m$ and the diameter of each circular electrode is $L/2 = 600 \mu m$. A top coverslip coated with an indium tin oxide (ITO) layer is used to cover the microfluidic device and as an additional electrode to control the vertical position of the nanowires and deposit them onto the bottom surface of the device. An inverted optical microscope (Olympus IX71) with a monochrome CCD camera (PCO AG pco.edge 2560 $\times$ 2160 pixels) is used to capture and feedback the nanowire trajectory. The PCB connector board is mounted on a motorized, computer-controlled XY stage (Prior ProScan III). An embedded system (NI cRIO 9074) is used to control the electrode array and a LabView application is developed to process the vision feedback of nanowire positions.

Using a voltage source and an amplifier, a $\pm 100$ V DC potential is selectively applied to the electrode array.

We use metal-assisted chemical etched silicon nanowires [25] suspended in heavy viscosity mineral oil at a concentration of 0.5 mg/ml. Fig. 6(a) shows a forest of the silicon nanowires fabricated for the experiments and Fig. 6(b) shows an image of an individual nanowire suspended in the oil, with the extracted contour information by vision algorithms for positioning feedback.

The values of the model parameters of the nanowire used in motion control design are as follows: $\mu = 251.2 \, cP$, $\epsilon_m = 2.17 \epsilon_0$, $a = 2$ to $7 \, mm$, $b = 100 \, mm$, and sampling time $\Delta t = 0.5$ s. We use the known electric fields and nanowire motion trajectories to infer the values of particle zeta-potential $\zeta$ in (7). Fig. 7 plots the motion-based estimates of the $\zeta$ values for each of 35 silicon nanowires. The shaded area of Fig. 7 shows the range of zeta-potentials for identical silicon nanowires in oil measured independently using a Brookhaven ZetaPALS instrument. This consistency of the calculated and measured zeta potentials indirectly confirms the basic model of the nanowire dynamics and electric fields described in Sections II and III.

B. Nanowire Motion-Control Results

Fig. 8 shows the motion control and path-following performance for various trajectories. In experiments, we estimated and updated the zeta-potential values for the nanowire using the motion information of the beginning few seconds. To demonstrate the EO effects in experiments, Fig. 8(a) shows the tracking performance of a straight-line trajectory without disturbance compensation. The motion control of the nanowire shown here is purely based on the EP-model given by (7). More EO flow disturbed motion results are presented in [17]. Clearly, the EO flow affects the nanowire motion significantly.

Under the motion control (10), Fig. 8(b)–(d) shows the path-following performance of a straight-line, a circular and an "R"-shape trajectory, respectively. Fig. 9 shows the positioning errors for these three trajectories. The errors are consistently within 4 $\mu m$ over a few hundred micrometers range driving distance. For the straight-line following [Figs. 8(b) and 9(a)], the tracking errors are within 1 $\mu m$ most of the time. The plots in these two figures confirm that the motion control design can
steer the nanowire (around 8 \mu m long) to follow a given path with an average error around 2 – 4 \mu m.

### C. Motion-Planning Results

We first use simulation to demonstrate and compare the performance of the various motion-planning algorithms. For an \( N \times N \) electrode array, we first select the locations of starting and target points \( S \) and \( T \). Depending on the size \( N \), we choose the locations \( S \) and \( T \) randomly such that the distance between them is at least \( \sqrt{2}/2L \) for \( N = 2 \) and \( \sqrt{2}(N - 2)L \) for \( N = 3, \ldots, 8 \). To eliminate the performance variation, we conduct ten runs for each algorithm and then compute the statistics of these simulation runs.

Fig. 10(a) shows the comparison results of the computation time, while Fig. 10(b) and (c) show the planned travel time for nanowires and the root mean square errors (RMSE) of the trajectories benchmarked by the BFS algorithm. From the results shown in the figure, the computation time of the BFS algorithm increases exponentially with dimension \( N \). The complexity of the \( A^* \), RRT and \( \text{MinCost} \) algorithms are similar. The heuristic algorithm \( \text{AllPower} \) shows the best complexity performance among all algorithms. The traveling time and accuracy confirm a similar observation: RRT shows the worst results and all other algorithms demonstrate similar good performance.

Fig. 11 shows the planning trajectories by various algorithms for a \( 4 \times 4 \) electrode array. For clarity, the starting and target points and search area \( A_w \) are marked in the figure. Table I lists the travel time, RMSE and \( R^2 \) comparisons. Again, the RMSE and \( R^2 \) results in the table are benchmarked with the BFS algorithm. From these results, we observe that: 1) \( A^* \) shows superior accuracy performance compared to the other three algorithms; 2) the heuristic algorithms such as \( \text{MinCost} \) and \( \text{AllPower} \) show similar accuracy and traveling-time performance; these two algorithms show superior accuracy compared to RRT; 3) all algorithms demonstrate similar path trajectories, except that the trajectory by RRT shows some significant deviations; and 4) the RRT algorithm takes significantly much more time than any of the other algorithms. In summary, the two heuristic algorithms, particularly \( \text{AllPower} \), clearly outperform the other three planning approaches in complexity, and yield comparable travel time and accuracy. The heuristic algorithms are less computationally expensive than the \( A^* \) and RRT algorithms since they require little or no searching actions in each time step. Although the heuristic algorithms cannot guarantee optimality, they yield comparable travel time and accuracy performance from both the simulation and experimental results.

Fig. 12 shows the motion-planning experiments. In the figure, a silicon nanowire was driven from points \( S \) to \( T \) across the line connecting two electrode centers. Two motion planning algorithms, BFS and \( \text{AllPower} \), are implemented. We chose the \( \text{AllPower} \) algorithm here because it outperforms the other algorithms in both complexity and travel time as demonstrated previously, while the BFS is used as a benchmark for the optimal trajectory. The BFS-based motion trajectory was obtained offline due to the high computational cost. For the \( \text{AllPower} \) algorithm, the motion planning and control were conducted online. It is clearly shown in the figure that both algorithms give almost the same trajectory path. The zoom-in subplot in Fig. 12 shows that the \( \text{AllPower} \) trajectory follows closely to the BFS planned trajectory and both algorithms have demonstrated a zigzag pattern motion due to the switching of powered-“on” electrodes at consecutive time steps.

It is interesting to observe that both the BFS and \( \text{AllPower} \) algorithms generate a similar trajectory that is not the shortest distance between points \( S \) and \( T \). For comparison, we also implemented a motion planning and control design that follows the straight-line (shortest distance) trajectory between \( S \) and \( T \), as shown in Fig. 12. The travel times from \( S \) to \( T \) are 1180, 993, and 977 s for the straight-line, \( \text{AllPower} \) and BFS algorithms, respectively. Clearly, the shortest-distance trajectory does not demonstrate the shortest time. This is because that the nanowire motion is determined by the electric-field direction and magnitude. The velocity magnitude is larger along the BFS and \( \text{AllPower} \) trajectories than along the straight-line trajectories. In particular, since the strength of electric field is inversely proportional to the square of the distance between the particle and electrodes, the nearby electrodes have a more significant impact on the nanowire motion than far-away electrodes. As a result, in the \( \text{AllPower} \) and BFS trajectories, the nanowire moves rapidly in the horizontal direction when the nearby electrodes are powered on, and then more slowly (but for a shorter distance) when they are turned off. Overall, the velocity of the \( \text{AllPower} \) tra-
Fig. 8. Trajectory tracking performance. (a) EP model-based nanowire motion control of a straight-line trajectory without disturbance compensation. (b) Disturbance-compensated following a straight-line path. (c) Disturbance-compensated following a circular path. (d) Disturbance-compensated following an “R”-shape path. In all plots, the triangular and empty circular marks indicate the starting and ending points, respectively, of the nanowire trajectory.

Fig. 9. Trajectory-tracking errors. (a) Errors for a straight-line trajectory. (b) Errors for a circular trajectory. (c) Errors for an “R”-shape trajectory.

Fig. 10. Performance comparison among various motion planning algorithms on an electrode array. (a) Computation time (mean and standard derivation). (b) Nanowire travel time. (c) RMSE (benchmarked with the BFS results).

The trajectory is significantly larger than that of the straight-line trajectory. Therefore, the fastest trajectory is not always along the shortest distance between two points.

D. Steering and Manipulating Nanowires

In this section, we demonstrate the use of the motion planning and control design for 3D nanowire manipulation. We first demonstrate how to steer, orient, and deposit a single nanowire on the device substrate and then present the sequential manipulation and deposition of multiple nanowires.

Fig. 13 illustrates a sequence of snapshots of steering, orientation and manipulation of a single nanowire from location A in fluid suspension to location B on device substrate surface. First, the nanowire was steered from A to B by the A11Power and motion control algorithms [Fig. 13(a) and (b)]. Then, by turning on the ITO electrode on the top plate, an electric field along the vertical (E_z axis) direction was generated such that the nanowire was aligned vertically and moving towards the bottom surface [Fig. 13(c)]. Finally, once the nanowire reached the surface, the ITO electrode was turned off and the electrodes on the bottom surface were turned on again to reorientate and deposit the nanowire on the substrate in the desired direction, as shown in Fig. 13(d). Due to change in the focal plane of the microscope for the images, several other nanowires and objects on the bottom surface that are seen clearly in Fig. 13(d) are not seen in the other images. Fig. 13(e) shows the overall trajectory of the nanowire by overlaying the image sequence that is shown in part in Fig. 13(a)–(d).
Fig. 11. Comparison of the nanowire trajectories under different motion planning algorithms using a $4 \times 4$ electrode array.

**TABLE I**

<table>
<thead>
<tr>
<th></th>
<th>BFS</th>
<th>AllPower</th>
<th>MinCost</th>
<th>A*</th>
<th>RRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel time (s)</td>
<td>947</td>
<td>1062</td>
<td>1046</td>
<td>950</td>
<td>6875</td>
</tr>
<tr>
<td>RMSE</td>
<td>N/A</td>
<td>$6.9 \times 10^{-5}$</td>
<td>$5.9 \times 10^{-5}$</td>
<td>0</td>
<td>$1.4 \times 10^{-4}$</td>
</tr>
<tr>
<td>$R^2$</td>
<td>N/A</td>
<td>0.995</td>
<td>0.996</td>
<td>1</td>
<td>0.978</td>
</tr>
</tbody>
</table>

Note that the straight-line trajectory shown for comparison is not the minimum-time trajectory.

![Fig. 12. Experimental silicon-nanowire trajectories under BFS and AllPower.](image)

VII. CONCLUSION AND FUTURE WORK

We have presented electric-field-based motion control, planning, and manipulation of nanowires in liquid suspension. The motion-planning-and-control schemes take advantage of the symmetry of the electric field generated by the electrodes. A superposition approach was developed to efficiently compute the electric-field distribution for any given set of powered-"on" electrodes. The EP driving force on the particles is modeled, and the vision-based feedback control compensates for unmodeled particle dynamics such as disturbances due to EO flow. The nanowire motion-planning problem is NP hard and we proposed two heuristic algorithms based on the reduced search areas. We compared the heuristic algorithms with other existing motion planning algorithms such as RRT and $A^*$. The results showed that the heuristic algorithms significantly reduced the computational complexity while maintained comparable performance with those of the RRT, $A^*$ and other algorithms. Extensive experimental results confirmed the analysis and the design of nanowire motion control, planning, and manipulation. Using an additional top electrode, we have also demonstrated the ability to position individual nanowires vertically as well as horizontally and then deposit them in sequence at desired locations on the device substrate.

We are currently designing and fabricating multilayer micro-fluidic devices to test the large-scale motion planning algorithms. Developing more systematic control methods to achieve optimal performance is also among ongoing research tasks. Finally, we are developing the planning-and-control algorithms for simultaneously manipulating multiple nanowires in 3D configurations; this is a critical step toward scalable nano-manufacturing with nanowires and nanotubes.

**APPENDIX A**

**PROOF OF LEMMA 1**

The proof of Lemma 1 extends the approach in [23] and we here discuss the continuous-time case.
Fig. 13. Vertical positioning and deposition of a single nanowire on the device substrate. (a) Nanowire at initial location $A$. (b) Nanowire is steered to location $B$ by allPower algorithm. (c) Using the top ITO electrode, the nanowire was aligned along the vertical direction and steered to touch the bottom surface. (d) By turning the electrode again, the nanowire was reorientated and deposited on the substrate surface with the desired orientation. (e) Overlay trajectory of the entire nanowire motion. The triangular and empty circular marks indicate the starting and ending points of the nanowire.

Fig. 14. Electric-field-based steering and manipulation of three nanowires to form a straight-line on the device substrate. (a) Initial positions of the three nanowires. (b) Final positions of these three nanowires after repositioning and depositing to align into a straight-line.

Fig. 15. Electric-field-based steering and manipulation of multiple nanowires to form: (a) a Straightline, (b) Hexagonal, and (c) Three cross-shape patterns on the device substrate.

Let us denote the nanowire 2D position vector $q = [x, y]^T$ and error (9) is then written as $\mathbf{e}(q, \tau) = [e_x, e_y]^T$. We denote

$$ \Delta = [\Delta_x, \Delta_y]^T = [2\theta_x, 2\theta_y]^T. $$

The potential function (8) is written as

$$ U(\Delta) = \frac{1}{2}\beta_1 \left[ (1 - \cos \Delta_x) + (1 - \cos \Delta_y) \right]. $$

Note that $U(\Delta)$ is lower bounded, i.e., $U(\Delta) \geq 0$, and the time derivative of $U(\Delta)$ is

$$ \frac{d[U(\Delta)]}{dt} = \frac{1}{2}\beta_1 \sum_{i=x,y} \sin(\Delta_i)\dot{\Delta}_i = \beta_1 \sum_{i=x,y} \frac{\sin \Delta_i}{1 + e_i^2} \dot{e}_i, \quad (15) $$

where we use the fact $\dot{\Delta}_i = 2\dot{\theta}_i = 2(1 + e_i^2)\dot{e}_i$, $i = x, y$. Considering $e_i = (\partial e / \partial q)\dot{q}$ and if $\dot{q} = \nu^i$ given by (10), we have

$$ e_i = \left[ \frac{\partial e_x}{\partial q_x}, \frac{\partial e_y}{\partial q_y} \right] \nu^i = -\lambda_2 \left[ \sin \Delta_x \sin \Delta_y \right] - \lambda_3 \left[ \frac{\dot{e}_x}{\dot{e}_y} \right], \quad (16) $$

Using error prediction (11), i.e., $\dot{e} = \alpha_1 e + \alpha_2 \dot{e}$, (16) is written as

$$ \dot{e} = -\lambda_2 \left[ \sin \Delta_x \sin \Delta_y \right] - \lambda_3 (\alpha_1 e + \alpha_2 \dot{e}) $$

and thus, we obtain

$$ \dot{e} = -\frac{1}{1 + \alpha_2 \lambda_3} \left[ \lambda_2 \left[ \sin \Delta_x \sin \Delta_y \right] + \alpha_1 \lambda_3 e \right]. \quad (17) $$

Plugging (17) into (15), we obtain

$$ \frac{d[U(\Delta)]}{dt} = \frac{-\beta_1}{1 + \alpha_2 \lambda_3} \sum_{i=x,y} \left( \frac{\lambda_2 \sin^2 \Delta_i}{1 + e_i^2} + \frac{\alpha_1 \lambda_3 e_i \sin \Delta_i}{1 + e_i^2} \right). $$

Noticing that $e_i \sin \Delta_i = \tan \theta_i \sin 2\theta_i = 2\sin^2 \theta_i$ for $i = x, y$, the above equation becomes

$$ \frac{d[U(\Delta)]}{dt} = \frac{-\beta_1}{1 + \alpha_2 \lambda_3} \sum_{i=x,y} \frac{\lambda_2 \sin^2 \Delta_i + 2\alpha_1 \lambda_3 \sin^2 \theta_i}{1 + e_i^2} \leq 0 \quad (18) $$

for uniformly positive $\lambda_2 > 0$ and positive $\lambda_3, \beta_1, \alpha_1, \alpha_2$. The result (18) implies that $U(\Delta)$ converges and thus $\Delta$ converges to a critical point of $U(\Delta)$, i.e., $\theta = 0$. Since $e = \tan \theta$, we have $x \rightarrow x_d$ and $y \rightarrow y_d$ and this completes the proof.
APPENDIX B

PROOF OF LEmMA 2

As shown in Fig. 4, suppose that the minimum-time trajectory $A_1M$ passes across the mirror line $A_1A_2$ twice. By Property 1, it is straightforward to find that an alternative trajectory $A_1M'\overline{A}_2$, symmetric with $A_1M\overline{A}_2$ with respect to mirror line $A_1\overline{A}_2$, gives the same time as $A_1\overline{A}_1M\overline{A}_2$. Therefore, the minimum time trajectory can be instead chosen as $A_1M'\overline{A}_2$ to avoid across line $A_1A_2$ twice. This completes the proof.

APPENDIX C

PROOF OF LEMMA 3

Due to the page limit, we only present the sketch of the proof here. Since $A_m$ is convex and its boundaries are formed by the mirror lines, each vertex point, say $B$, of $A_m$ has only three possible inner angles: $135^\circ$, $90^\circ$, or $45^\circ$, as shown in Fig. 16(a)-(c), respectively. Suppose that a portion of the optimal trajectory is outside $A_m$. We consider the above-mentioned three cases.

For the first two cases, as shown in Fig. 16(a) and (b), let $A_1\cdots A_4$ denote the minimum time trajectory outside $A_m$. Since boundaries $A_1B\overline{A}_2$ of $A_m$ are the mirror lines, $A_1\cdots A_4$ intersects two other mirror lines $n'n'$ and $l'_l$ at $A_2$ and $A_3$, respectively. By Lemma 2, there exist alternative minimum-time trajectories $A_1A_2'$ and $A_3A_4'$ that are symmetric with $A_1A_2$ and $A_3A_4$ about $A_1B$ and $A_4B$, respectively. Without loss of generality, we assume that both $A_1A_2'$ and $A_3A_4'$ are located inside $A_m$ because the symmetry lines are the boundaries of $A_m$ (if only partials of $A_1A_2'$ and $A_3A_4'$ are in $A_m$, applying the similar symmetry multiple times will lead to completely inside $A_m$ as explained in third case). Moreover, there also exists an alternative trajectory $A_1A_2'$ in $A_m$ that gives the same travel time as the rest portion $A_2A_3'$ of $A_1\cdots A_4$. Therefore, we find an alternative minimum-time trajectory in $A_m$ that achieves the same time.

For the last case shown in Fig. 16(c), a similar process to the above described can be applied but more complicated procedure is needed to find an alternative minimum-time trajectory inside $A_m$. First, we partition the outside-$A_m$ portion of the minimum-time trajectory $A_1\cdots A_4$ into seven pieces by their intersections with mirror lines at vertex point $B$; see Fig. 16(c). For each portion $A_1A_{i+1}$, $i = 1, \ldots , 7$, a corresponding $A_1'A_{i+1}'$ can be found by mapping symmetrically around the mirror lines multiple times such that $A_1'A_{i+1}'$ generates the same travel time for nanowire motion. Thus, similar to the above cases, the minimum-time trajectory can be instead chosen as $A_1'A_6$ inside $A_m$. This completes the proof.
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