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Abstract:
Large-scale distributed systems such as volunteer Grids, clouds, and P2P systems consist of large number of loosely coupled nodes contributing computational, storage, and network resources for deploying large-scale applications. While these systems are attractive due to their scalability and low cost of deployment, they are inherently heterogeneous and unreliable, leading to several challenges in their predictable and reliable usage. In this talk, I will present two resource management techniques designed towards making these systems more predictable for applications: reputation-based scheduling and resource bundles. Reputation-based scheduling is a scheduling technique that provides a desired reliability to applications, irrespective of the actual reliability of the underlying infrastructure. Resource bundles are an aggregation-based resource discovery mechanism designed to provide statistical guarantees on resource availability. I will present performance results for these techniques obtained through simulations as well as through experiments conducted on a live PlanetLab testbed.
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