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Abstract — Global data center capacity is growing

rapidly, consuming more financial resources and emitting

more greenhouse gases. A significant portion of typical
data centers energy consumption can be apportioned to

the cooling infrastructure. In this paper, we proposed a
Thermal camera network (TCN) to improve utilization of

the cooling infrastructure. It can cool the hotspots in-

telligently instead of the whole data center. A TCN is
composed of multiple thermal cameras and actors, which

can wirelessly communicate with each other. Actors will
cool the region where hotspots appear as soon as thermal

cameras locate the hotspots. In that way, the TCN can

save substantial energy in some meaning. In addition, this
paper addresses the method of cooperatively detection and

formulates the coordinates of the hotspot located by mul-
tiple thermal cameras.
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I. Introduction

Data centers exhibit high power density and heat genera-

tion. In the near future, increase in the computational perfor-

mance will lead electronic cabinets to house high performance

chips with heat fluxes approaching 100W/cm2[1]. High tem-

perature decreases the reliability of the affected components

to the point that they start to behave unpredictably or fail

altogether. Thus energy consumption and temperature man-

agement have emerged as key design challenges in creating

new data center architectures[2−4]. For a large-scale data cen-

ter, the annual energy cost can be up to millions of dollars,

with the cooling cost being at least half of the total energy

cost[5]. Although recently built data centers exhibit better

cooling efficiency, cooling energy consumption is still a signif-

icant portion of the total data center energy consumption[6].

A key cause is that although these cooling systems can effec-

tively control the average temperature of the whole data center

and save substantial energy by controlling inlet temperature,

thermal imbalances interfere with efficient cooling operation

and unexpected localized high temperature regions, called as

hotspots, still exist. Hotspots are a ubiquitous problem in air-

cooled data centers, and drive the environmental control sys-

tem to work much harder to ensure that no server is fed hot air

(i.e., air at a temperature greater than the target threshold)[7].

Hotspots may be generated by several factors that are hot air

at the top sections of computer racks, poor design of the cool-

ing infrastructure or air distribution system, failed fans or air

conditioners, accidental overload due to hardware upgrades,

or degraded operation during brownouts[8]. These hotspots

may go undetected for a long time, generating corresponding

losses in reliability and, when components eventually fail, per-

formance.

Thus, a Thermal camera network (TCN) is proposed in

this paper. It is a kind of Wireless sensor and actor networks

(WSANs)[9,10] which are composed of heterogeneous devices

referred to as sensors and actors. The sensors in TCNs are

intelligent pan-tilt thermal camera nodes. These nodes which

are sparsely deployed can obtain and process thermal images

and wirelessly communicate with each other. After they detect

and locate a hotspot cooperatively, they transmit the coordi-

nates of the hotspot to actors. Actors will cool the region

where the hotspot appears but not the whole data center.

Actors can adopt a lot of ways to perform this action. For

example, they can control cooling devices to selectively cool

or perform job migration[11,12] , etc. The availability of inex-

pensive and miniature hardware promotes the development of

TCNs.

The remainder of this paper is organized as follows. In Sec-

tion II, the system hardware is described. Section III solves

several problems about detecting and locating the hotspot

with the TCN. Because of sparse deployment of the cameras,

their cooperation is essential to maximize efficiency and effec-

tiveness. So we propose a method to cooperatively detect and

locate hotspots with the TCN. In Section IV, several experi-

mental results are presented and discussed, and finally Section

V summarizes and provides concluding statements.

II. System Hardware

The TCN consists of several thermal camera nodes de-

ployed sparsely, represented as C1, C2, · · · , CN , where N is the
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number of the cameras, and some actor nodes. The powerful

processing board (Imote2, Crossbow) connected to a thermal

camera is used for image processing and IEEE 802.15.4 is used

for the radio. These nodes can locate and cool the hotspot col-

laboratively with the ability to compute and communicate.

The thermal camera has a temperature measurement range

of −40 to 80◦C with temperature resolution less than 0.1◦C.

It has a low resolution uncooled microbolometer detector, and

it can display thermal images of W ×H pixels (W = 320 and

H = 240). The other internal parameters are focal length

F = ‖Co‖, horizontal angle αh = ∠ACB and vertical angle

αv = ∠DCE of view, and principal point o, the coordinate

of o in the thermal image p(o) = [W/2, H/2]T (Fig.1(a)).

These thermal cameras can pan and tilt rotate automati-

cally. We assume the horizontal and vertical angle of opti-

cal axis, βh and βv (Fig.1(b)), and the location of the camera,

P (C) = [XC , YC , ZC ]T , are known. In this paper, p(q) denotes

the coordinates of the point q in the thermal image, namely

p(q) = [xq, yq ]
T , and P (Q) denotes the world coordinates of

the point Q, namely P (Q) = [XQ, YQ, ZQ]T .

Fig. 1. Parameters of the thermal camera

III. Detecting and Locating

1. Cooperatively detecting

Because of restriction of the small angle of view of the cam-

era, one camera cannot see the full extent of the monitored

area, even though cameras can pan and tilt automatically. An

appropriate cooperatively detecting mechanism can accelerate

detecting hotspots with a TCN. Since hotspots can levitate in

the air, the TCN must cover the whole 3D space but not only

the floor.

According to the principle of computational stereo, the

world coordinates of a point can be calculated by two or

more cameras. The precondition for cooperative calculation

of a hotspot center is two or more cameras can find the same

hotspot. If a camera, Ci, finds a hotspot, H , from a thermal

image, it will transmit the information of H to other cameras.

Then these cameras will detect H according to the informa-

tion. Because of restriction of the small angle of view, it will

take a long time that a camera scans the whole 3D space and

then compares the hotspots found by itself to H to choose the

corresponding spot. Thus we propose a method to simplify

cooperatively detecting mode from 3D to 2D.

If Ci finds a hotspot H , it will calculate the straight line
←−→
CiH that passes Ci and H at first. The method of calculating

is as follows.

At first, Ci estimates the 2D coordinates of the projection

of the hotspot center in the thermal image, namely p(h). Since

the intensity values of the thermal image are the temperature

values, we use isotherms to estimate p(h) in the thermal im-

ages. The isotherm is a line connecting points of equal temper-

ature. We define the edge of the hotspot in the thermal image

is the isotherm at warning temperature. Let ξ denote the area

of the hotspot in the image, and function T (x, y) denote the

temperature at [x, y]T in the image. So the coordinates of the

hotspot center in the image, p(h) = [xh, yh]T , is defined as

follows:

p(h) =

[
xh

yh

]
=

1∑
[x,y]∈ξ T (x, y)

[ ∑
[x,y]∈ξ xT (x, y)∑
[x,y]∈ξ yT (x, y)

]
(1)

Since the intersection of the straight line
←−→
CiH and the im-

age plane is h in the image,
←−→
CiH and

←→
Cih are the same straight

line. So the horizontal and vertical angle between
←−→
CiH and the

optical axis
←→
Cio are:{

γh
i = arctan((xh −W/2)/F )

γv
i = arctan((yh −H/2)/F )

(2)

So the horizontal and vertical angle of
←−→
CiH are{

βh
←−→
CiH

= βh
i − γh

i

βv
←−→
CiH

= βv
i − γv

i

(3)

respectively. Thus,
←−→
CiH can be described as

←−→
CiH = li · t + P (Ci) (4)

where li is the direction vector of
←−→
CiH ,

li =

⎡
⎣ Xli

Yli

Zli

⎤
⎦ =

⎡
⎢⎣

cos βv
←−→
CiH
· cos βh

←−→
CiH

cos βv
←−→
CiH
· sin βh

←−→
CiH

− sin βv
←−→
CiH

⎤
⎥⎦ (5)

Then Ci transmits relevant data to the cameras around.

The data includes the location of Ci and li.

If camera Cj receives the data from Ci, it starts to calcu-

late the distance between itself to
←−→
CiH , namely ‖Cj ,

←−→
CiH‖. if

TH1 < ‖Cj ,
←−→
CiH‖ < TH2, Cj will go on detecting H found by

Ci, else it will return to the mode before receiving the data.

The threshold TH1 prevents that Cj is on the line
←−→
CiH, and

TH2 prevents Cj is too far from H . The method of detecting

H by Cj is as follows.

Let υ denote the plane defined by Cj and
←−→
CiH . So the

normal vector of υ is ω = li ×←−→CiCj , namely

ω =

⎡
⎣ Xω

Yω
Zω

⎤
⎦ =

⎡
⎣ Yli

(ZCi − ZCj )− Zli
(YCi − YCj )

Zli
(XCi −XCj )−Xli

(ZCi − ZCj )

Xli
(YCi − YCj )− Yli

(XCi −XCj )

⎤
⎦ (6)

Because υ passes Cj and H , it is a 2D detecting problem

that Cj finds H in υ (Fig.2). Cj need control the horizontal

and vertical angle of opti-

cal axis, namely βh
j and βv

j ,

to achieve the purpose men-

tioned above. The direction

vector of the optical axis
←→
Cjo

is denoted as lj , if
←→
Cjo is in υ,

then lj⊥ω, so

lj · ω = 0 (7)

Fig. 2. Cooperatively detect

and locate hotspot
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So from Eqs.(5) ∼ (7), the relationship between βh
j and βv

j

can be obtained as follows:

βv
j = arctan

Xω cos βh
j + Yω sin βh

j

Zω
(8)

Cj will control βh
j and βv

j according to above relationship to

detect H in plane υ.

2. Optimal estimated location of the hotspot

The camera Ci transmits data to cameras around, and

then these cameras start to detect the hotspot with the above

method. If Cj finds a hotspot H ′′, it will calculate the straight

line,
←−−→
CjH

′′, which passes Cj and the hotspot with Eqs.(1) ∼
(5), and then transmits a set of data to Ci. The data includes

P (Cj), the direction vector of
←−−→
CjH

′′ and the intersection of
←−−→
CjH

′′ and
←−→
CiH. If

←−−→
CjH

′′ and
←−→
CiH don’t intersect, the inter-

section is de?ned as the point that is the intersection of their

common perpendicular and
←−→
CiH. If Cj finds two or more

hotspots, it will transmit all the data of these hotspots to Ci.

However only one of them is H , and others will generate ‘phan-

tom’ hotspots. Ci will receive sets of data from some cameras

and some intersections are generated on
←−→
CiH . In normal case,

the straight lines intersecting
←−→
CiH at H are more than the

ones intersecting at a ‘phantom’ hotspot. On other words, the

intersections related to H are more, and they are closer apart.

So two intersections between which the distance is shortest are

the most possible points related to H . We assume they are the

intersections of
←−→
CiH and two lines (

←−→
CjH and

←−→
CkH). Then the

node Ci starts to calculate the world coordinates of H with

the three lines, namely
←−→
CiH ,

←−→
CjH and

←−→
CkH , and the other

cameras will go on searching other hotspots.

The method of calculating the coordinates with three lines

is provided as following. Usually, the intersection point of

these lines is the center of H . However, these lines cannot in-

tersect at a point because of error and noise in practice. Thus,

the next step is to estimate P (H). Let ‖Q,
←→
AB‖ denote the

distance from the point Q to the straight line
←→
AB. We as-

sume H is approximate to the point H ′ which can minimize∑
n=i,j,k ‖H ′,

←−→
CnH‖. For convenience in calculation, we esti-

mate P (H ′) with the following procedures.

We assume two points, Qi and Qj , are a pair of closest

points which are on
←−→
CiH and

←−→
CjH, respectively. In other

words, Qi and Qj are the intersections of the common perpen-

dicular of
←−→
CiH and

←−→
CjH. So{

(P (Qi)− P (Qj)) · vi = 0

(P (Qi)− P (Qj)) · vj = 0
(9)

where P (Qi) = P (Ci) + ‖Ci, Qi‖ · vi, P (Qj) = P (Cj) +

‖Cj , Qj‖ · vj , vi and vj are the direction vectors of
←−→
CiH and

←−→
CjH. We can obtain the coordinates of Qi and Qj by solving

Eq.(9). They are⎧⎪⎪⎪⎨
⎪⎪⎪⎩

P (Qi) = (P (Cj)− P (Ci)) · [(vj · vi)vj − (vj · vj)vi]

·vi/[(vi · vj)
2 − (vi · vi)(vj · vj)] + P (Ci),

P (Qj) = (P (Ci)− P (Cj)) · [(vi · vj)vi − (vi · vi)vj ]

·vj/[(vj · vi)
2 − (vj · vj)(vi · vi)] + P (Cj)

The coordinates of the midpoint for Qi and Qj , denoted as

Qi,j is

P (Qi,j) = (P (Qi) + P (Qj))/2.

If there are only two thermal cameras Ci and Cj , we can

consider Qi,j as the center of H . However two cameras bring

a big error to the coordinates. If the error is too big, actors

cannot cool the hottest area. Since there are multiple ther-

mal cameras in the TCN, three cameras are used to improve

precision of measurement which has been proved by experi-

ments below. If three cameras find the hotspot, we can obtain

3 points Qi,j , Qj,k and Qk,i, from lines
←−→
CiH,

←−→
CjH and

←−→
CkH.

Then we consider the incenter, namely the center of the in-

scribed circle, of the triangle ΔQi,jQj,kQk,i as the point H ′.
So that

P (H ′) =[P (Qi,j) P (Qj,k) P (Qk,i)]

× [‖Qj,k, Qk,i‖‖Qk,i, Qi,j‖‖Qi,j , Qj,k‖]T
/(‖Qj,k, Qk,i‖+ ‖Qk,i, Qi,j‖+ ‖Qi,j , Qj,k‖)

So far, the world coordinates of H has been estimated in 3D

space.

IV. Simulation Results

In this section we present detailed experimental evaluation

of location of TCNs. We use MATLAB to simulate a TCN de-

tecting and locating in a data center. The range of the data

center is 20m×20m×2m. Four thermal camera nodes are de-

ployed at the ceiling corners. All the nodes can pan and tilt

automatically, and the rotation angles are known. The max-

imum error of rotation angles is 0.5◦. The parameters of the

thermal cameras are that F = 50mm, αh = 36◦ and αv = 27◦.
The size of thermal images is 320 × 240 pixels. Each image

pixel provides temperature data, and the accuracy is ±2◦C.

We design several experiments to examine the performance of

the TCN.

1. Experiment 1

To compare the performance of the proposed TCN, we

also simulate other location system with the same parameters

and errors. The one consists of 2 thermal cameras deployed

sparsely and the other consists of a pair of adjacent thermal

cameras at the spacing of 20cm.

We generate randomly hotspots to test. In order to pre-

vent the shapes of the hotspots affecting estimation of hotspots

centers in thermal images, we test 6 types of hotspots which

are: 1. “sphere”, 2. “horizontal cylinder”, 3. “vertical cylin-

der”, 4. “horizontal plan”, 5. “vertical plane”, 6. “random”.

All of their volumes are same. The number of every type of

hotspots is 100, total is 600.

We use error distance to evaluate the accuracy which is

the distance between the real location and estimated location

of the hotspot. Fig.3 illustrates the average error distances

generated by the TCN, two cameras deployed sparsely and a

pair of adjacent cameras. We can conclude that the TCN has

the best accuracy because of usage of more cameras. Generat-

ing error is due to several factors, such as the error of rotation

angles and the error of temperature detectors. The factor that

most influence the accuracy is estimating hotspot center in the

thermal image. Since the hotspot center in the thermal image
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is not a clear point like a corner in a visible image, estimating

location of the center in a thermal image can bring inevitable

error.

Fig. 3. Location accuracies of different systems via the type

of hotspots

2. Experiment 2

The distances between cameras and hotspots can affect

the resolution of hotspots in thermal images, so that they can

affect locating. Thus we design this experiment to evaluate

accuracy of locating everywhere hotspots.

At first, we use C1, C2 and C3 of four cameras to co-

operatively detect and locate everywhere hotspots. Fig.4(a)

illustrates the location of cameras and the distribution of er-

ror distances at floor, middle and ceiling layer. We can find

accuracy changes with location of the hotspots. The worst

accuracies occur at two edges of the floor layer. According

to this result, we obtain the distribution of accuracy of using

any 3 cameras. Thus we make the second test. We use four

cameras to detect and locate cooperatively. Every hotspot is

located two times. The detailed process is as followed. If a

hotspot is located by any 3 cameras, according to the locating

result, the second locating is done using the set of 3 cameras

of which accuracy at this location is best. The distribution of

accuracy of the second locating is illustrated in Fig.4(b). The

accuracy is improved by one order of magnitude.

3. Experiment 3

Because cameras cannot zoom, cameras cannot resize ho-

Fig. 4. Error distances of using 3 or 4 cameras to locate

hotspots at three layers

tspots in images. This experiment is designed to examine the

effect of volume change of hotspots on accuracy. We generate

10 sets of hotspots at volumes of spheres with diameters from

0.2m to 1.1m. Every set consists of 6 types of 100 hotspots.

Fig.5 illustrates the error distances in locating hotspots of

different volumes. We can find error distance increases with

increasing volume. The reason is that cameras cannot obtain

the integral hotspot in the thermal images if the volume is too

big. So that coordinates of the hotspot center in the image is

estimated inaccurately. All these cases finally cause increase

in the error distance. Two methods can resolve this problem.

The first is that we choose cameras which can obtain the in-

tegral hotspot to locate. However implement of this method

need more cameras. The second is that warning temperature

is adaptively controlled to redefine hotspots. This method

requires warning temperature defined in the cameras which

locate the same hotspot must be equal.

Fig. 5. Error distances in locating hotspots of different vol-

umes

V. Conclusion

We present a TCN which includes multiple thermal cam-

eras and actors. It can be used in large data centers to detect,

locate and cool hotspots cooperatively. We mainly solved co-

operatively detecting and locating hotspots with the TCN. Ac-

curacy in locating the hotspot have great influence on cooling

it by actors. Since a TCN contains multiple thermal cameras,

we proposed to locate a hotspot by three cameras. Experi-

ments proved three cameras located more accurately than two

cameras. In the future, we will estimate more information of

hotspots to grade them according to influence.
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