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Abstract Emerging scientific simulations on leadership
class systems are generating huge amounts of data and
processing this data in an efficient and timely manner is
critical for generating insights from the simulations. How-
ever, the increasing gap between computation and disk I/O
speeds makes traditional data analytics pipelines based on
post-processing cost prohibitive and often infeasible. In this
paper, we investigate an alternate approach that aims to bring
the analytics closer to the data using in-situ execution of
data analysis operations. Specifically, we present the design,
implementation and evaluation of a framework that can sup-
port in-situ feature-based objects tracking on distributed sci-
entific datasets. Central to this framework is a scalable decen-
tralized and online clustering, a cluster tracking algorithm,
which executes in-situ (on different cores) in parallel with
the simulation processes, and retrieves data from the sim-
ulations directly via on-chip shared memory. The results
from our experimental evaluation demonstrate that the in-situ
approach significantly reduces the cost of data movement,
that the presented framework can support scalable feature-
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based objects tracking, and that it can be effectively used for
in-situ analytics in large scale simulations.
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1 Introduction

Extreme scale systems enable scientists as well as enter-
prises to run large application workflows that produce and/or
process large amounts of data. For example, scientists and
engineers are able to conduct simulation studies of natural
and engineering phenomenon with unprecedented accuracy
using detailed models and exploring large parameter spaces.
Similarly, enterprises are able to explore networks of human
and system interconnectivity and interactions and use the
resulting insights to identify trends and inform business strat-
egy. The ability to analyze and visualize data in a timely and
scalable manner is critical to these applications.

However, growing system and application scales are also
resulting in unprecedented data volumes and data rates, and
the complexity and costs (both, latency and energy) associ-
ated with managing, transporting and processing (e.g., ana-
lyzing, visualizing, archiving, etc.) this data have become
significant challenges. unprecedented amount of data. To
enable scientific discovery, the high amount of simulation
data has to be analyzed and understood by domain scientists.
However, The increasing gap between computation and disk
I/O speeds is making traditional data management and data
analytics pipelines based on post-processing cost prohibitive
and often infeasible [1]. For example, moving entire datasets
from a large scale system running a simulation to remote
storage and analytics servers is becoming prohibitively
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expensive in terms of the the time required as well as its
energy costs [2]. Similarly, the efficiency and scalability of
subsequent analysis operations are also hindered by the costs
of disk-based I/O. These challenges are quickly limiting the
ability to effectively transform data into insights, and require
rethinking traditional data analytics pipelines to reduce data
movement. Recently, in-situ and in-transit data processing
pipelines have emerged as a promising approach [3] to effec-
tively reduce overheads [4] and energy costs [5] due to data
movement by placing data processing operations closer to
where the data is being produced.

In this paper, we use this approach to enable scalable in-
situ feature-based object tracking for large scale scientific
simulations. In order to extract insightful information from
large datasets produced by simulations over thousands of
time steps, scientists often need to follow data objects of
interest (i.e., features) across the different time steps. For
example, meteorologists track storm formation and move-
ment in climate modeling simulation while physicists iden-
tify burning regions in combustion simulations. As a result,
feature extraction and tracking is an important technique for
analyzing and visualizing scientific datasets. However, most
feature extraction and tracking techniques operate offline by
post-processing data written into files by the simulation runs.
Being able to perform such feature-based analytics in-situ,
i.e., concurrently with a simulation itself, can significantly
improve the utility of these techniques at large scale. It can
also lead to better utilization of expensive high-end resources
as well as the overall productivity of the simulations

However, performing in-situ feature tracking presents sev-
eral research challenges. First, it requires a distributed fea-
ture extraction and tracking algorithm that operates on dis-
tributed data. Second, it requires a programming and run-
time system that enables the mapping and execution of the
simulation and the data analysis operations on co-located
processor cores, and supports asynchronously data sharing
at runtime. Most existing in-situ data analysis implementa-
tions employ an inline approach, i.e., the data analysis oper-
ations are embedded within the execution path of the main
simulation process, usually as function calls. A major draw-
back of this approach is that the simulation has to block and
wait for the completion of the in-situ analytics routine, which
impacts the execution and performance of the main simula-
tions. This approach also requires significant modification of
the simulation code, which is undesirable.

In this paper, we present the design and implementation
of a framework that can support in-situ feature-based objects
tracking for large-scale parallel simulations. Central to this
framework is the scalable decentralized and online clustering
(DOC) [6,7] and cluster tracking algorithm, which executes
in-situ, i.e., on different cores, and in parallel with the sim-
ulation processes, and accesses simulation data directly and
asynchronously (to the extent possible) via on-chip shared

memory. The framework also provides programming support
for composing in-situ “simulation plus analytics” workflows.
Results from an experimental evaluation of the framework on
the Lonestar system at Texas Advanced Computing Center
(TACC) are also presented and demonstrate that the in-situ
approach significantly reduces the cost of data movement,
that the presented framework can support scalable feature-
based cluster tracking, and that it can be effectively used for
in-situ analytics for large scale simulations.

The rest of the paper is structured as follows. Section
2 provides background on data-intensive analytics work-
flows. Section 3 presents the motivating use cases. Section
4 describes the overall system architecture and the imple-
mentation of the feature-based tracking algorithm. Section 5
presents the experimental evaluation of the prototype system
using s 3D time-varying CFD dataset. Section 6 discusses
related work. Section 7 concludes the paper and outlines
directions for future work.

2 Background

2.1 Data-intensive analytics workflows

This research targets data-intensive analytics workflows that
are becoming increasingly important for both large scale sci-
entific and enterprise data analysis, and specifically focuses
on scientific simulation workflows.

Traditionally, large scale data analysis are performed
offline as a post-processing step. For example, scientific sim-
ulations write data to the file system, which is then read by the
analysis or visualization codes. However, given the increas-
ing scale of the applications and the costs associated with I/O,
end-to-end data-intensive analytics workflows that integrate
applications with online analysis operations are more attrac-
tive. These workflows are composed of component appli-
cations that frequently share or exchange large volumes of
data at runtime. Figure 1 shows the data analytics workflow
for a turbulent combustion simulation S3D [8], where three
types of analytics operations, i.e., descriptive statistics, visu-
alization and topological analysis are being performed on the
simulation data on the fly.

The couplings,interactions and coordination associated
with data-intensive scientific workflows can be expressed
using three canonical workflow patterns [9,10] as below:

• Tight coupling: In this class of workflows, the coupled
component applications run concurrently and exchange
data frequently, as in the case of online feature-based
objects tracking. Due to the large volume of data, data
movement costs can quickly dominate the execution
times in these workflows.
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Fig. 1 Data analytics workflow
for the S3D combustion
simulation [4]

• Loose coupling: In this class of workflows, coupling and
data exchanges are less frequent, often asynchronous and
possibly opportunistic. The coupled component applica-
tions in this case may run concurrently or sequentially.

• Dataflow coupling: This class represents more typ-
ical workflows often expressed as a dataflow-based
directed acyclic graph (DAG) where data produced by
one application flows through one or more data process-
ing pipelines. The S3D combustion pipeline is an exam-
ple of this pattern.

This paper focuses on the tight coupling pattern exhibited by
the online feature-based objects tracking analysis workflow.

2.2 In-situ execution of data analytics workflows

It is clear from the discussion above that reducing the
overheads of data movement during the interactions in a
tightly coupled component application workflow can sig-
nificantly improve performance and scalability. However,
existing frameworks typically run different applications of
a tightly-coupled data-intensive workflow on separate sets of
compute nodes, which can result in a large amount of network
data movement.

One attractive approach for reducing data movement is to
perform runtime data analytics in-situ, directly on the com-
pute node where data is generated, so as to maximize intra-
node data sharing. This is illustrated in the example in Fig. 2
where the simulation and analysis components of the end-to-
end workflow run concurrently on the same compute node,
but on different processor cores. In that case, intra-node data
transfers between the coupled applications can be performed
using shared memory.

3 Motivating use cases

3.1 Scientific scenario

To extract scientific insights from data generated by time-
varying simulation, scientists need to study the evolution of

Fig. 2 In-situ execution of a data analytics workflow.

different physical phenomena by tracking objects of interest
over time. For example, in 3D computational fluid dynam-
ics simulations that contain evolving amorphous regions,
connected voxel regions of interest—features—needs to
be identified at each time step and tracked over multiple
time steps in order to visualize the time-varying datasets.
Moreover, the traditional centralized and post-processing
approach becomes infeasible due to overheads and cost asso-
ciated with extracting, transporting and storing the large vol-
ume of data from compute nodes to storage servers. As a
result, a distributed and online object tracking approach is
critical to support data analysis and visualization for data-
intensive scientific simulations.

In this paper, we focus on analyzing the time-varying 3D
dataset generated by simulation of coherent turbulent vortex
structures. More specifically, we focus on tracking objects
as thresholded connected voxel regions that evolve both in
location and shape over time with in-situ execution of the
“simulation plus analytics” workflow.

3.2 Enterprise scenario

Microblogging has become a very popular social media ser-
vice that generates a huge number of messages daily in plat-
forms such as Twitter. Twitter as a social microblogging
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platform allows users to post tweets (i.e., messages of 140 or
less characters) that are made publicly available in realtime.

As Twitter gains popularity, its user-base grows and gener-
ates unprecedented amounts of data. As of September 2013,
Twitter has over 200 million active users with a total of 400
million tweets sent per day. Microblogging social media, in
general, becomes a valuable source of people’s opinions and
sentiments [11]. User-generated data can be effectively used
for business, social and political studies. However, the huge
data volume poses great challenges, such as:

• Large scale: millions of users worldwide;
• Rich content: high variety (or types) of data generated by

users;
• Complex interaction: constant interactions between users

and content; and
• Dynamic nature: content is constantly being updated and

evolves over time.

Our approach can be applied to social media data analy-
sis at a large scale. More specifically, it can be used to detect
patterns, to mine trends and to analyze sentiments from tweet
streams. Real-life scenarios include predicting election out-
come, tracking storm movement and detecting flu outbreak.
We could answer these questions by mining tweet streams at
a large scale. Some of the associated tasks are:

• Define an event, such as healthy, disease, election.
• Sentiment learning, such as negative, neutral, or positive.
• Identify how an event spreads and evolves.
• Model event spread such as information propagation.
• Visualization.

4 Design and implementation

4.1 Overview of the system framework

The system architecture of the proposed distributed data
analysis framework consists of three main components: exe-
cution clients, in-situ data staging daemons and a manage-
ment server. Each execution client abstracts and represents a
basic computation element such as a physical processor core.
The management server acts as the rendezvous point to boot-
strap execution clients, and manages the execution of various
applications within the in-situ data analysis workflow.

Figure 3 shows co-located execution of DOC workers
with the simulation program, where the physical proces-
sor cores on the multi-core compute nodes are function-
ally partitioned. As shown in the figure, on-node compu-
tation resource is mostly used by the scientific simulation
program, and two processor cores are used to execute in-

Fig. 3 Architecture of the in-situ feature extraction and tracking sys-
tem

situ data staging daemon and DOC worker. The in-situ data
staging daemons across the distributed cluster nodes build a
Co-located DataSpaces (CoDS) [12], which provides a vir-
tual shared-space abstraction to support asynchronous and
decoupled coordination and data sharing between simulation
processes and the DOC worker. The capability of functional
partitioning of node-level processor cores, and the program-
ming model and runtime to support asynchronous commu-
nication between the intra-node cores, is critical to exploit
the ever-increasing hardware parallelism on emerging super-
computers.

Our framework employs the data-centric scheduling
approach to map processes from different applications onto
physical processor cores so that a large portion of the inter-
application data transfers can be performed using the on-
node shared memory. More specifically, two mapping meth-
ods - both centralized server side and decentralized execu-
tion client side - are designed in the framework. The server
side mapping is applied to a “bundle” of concurrently cou-
pled component applications that are launched simultane-
ously, have regular inter-application communication patterns
and do not need dynamic re-mapping after launch, which
matches with the “simulation plus DOC” scenario described
in this paper. The execution client side approach schedules
the newly launched workflow application that have depen-
dency on the distributed data generated by preceding appli-
cation. More details about the data-centric mapping is dis-
cussed in [12].

Each component application of our in-situ feature-based
objects tracking system is assigned an unique id. Every exe-
cution client is associated with one specific component appli-
cation (simulation or DOC) when the data-centric mapping
is completed. Then each execution client is colored with the
value of the assigned id, and execution clients with the same
color would form a processes group and collectively launch
the associated application.

Because scientific simulation and the DOC worker run
as separate programs on different physical cores, data
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structures cannot be directly shared under single process
address space as of the inline approach. As a result, effi-
cient intra-node data communication is crucial to the perfor-
mance. Our framework utilizes the intra-node shared mem-
ory for passing data between simulation processes and DOC
workers. To avoid the overhead of user-space double-copy,
the framework implements both single copy and zero copy
schemes. In the single copy optimization, simulation data is
copied from user space to the shared memory allocated by in-
situ data staging daemon, and then delivered to the receiver,
e.g., DOC worker, without copying. In the zero copy opti-
mization, simulation processes can pre-allocate buffer from
the shared memory by sending allocation request to in-situ
data staging daemon, then writes data directly into the shared
memory buffer without copying.

4.2 Feature-based objects tracking using DOC

4.2.1 Decentralized online clustering (DOC)

DOC, introduced by Quiroz et al. [6,13], was created to pro-
vide online and decentralized data analysis, using the collec-
tive computing resources in distributed systems. DOC is an
online algorithm, thereby allowing short-term system behav-
ior to be captured, as opposed to an offline approach that can-
not capture short-term behavior. DOC has also been tested
for its accuracy of identifying clusters within a given dataset
and shown to perform as accurate as its offline counterparts
such as k-means.

The approach of DOC is to divide the data space into
regions and to assign a region to each processing node.
DOC’s underlying message substrate takes care of routing
data points to the nodes responsible for their regions, with
bounded costs in terms of the number of messages and the
number of nodes involved [14]. Each node can then detect
the number of points within each region. If the total number
of points in the information space is known, then a baseline
density for a uniform distribution of points can be calculated
and used to estimate an expected number of points per region.
Clusters are recognized within a region if the region has a
relatively larger point count than this expected value. Con-
versely, if the point count is smaller than expected, then these
points are potential outliers. However, clusters may cross
region boundaries, and this must be taken into account when

verifying potential outliers. The process described effectively
determines the similarity between data points by the density
of points within regions of the information space.

4.2.2 Features extraction

A method for identifying objects in scientific simulations is
through data point clustering. Clusters can represent regions
of interest in a dataset, for example a flame or region of chem-
ical reaction in a combustion simulation. The distributed
nature of data generation in scientific applications, as well
as other applications, requires specialized clustering algo-
rithms such as DOC. DOC’s decentralized programming can
reduce overall data transfer cost by its novel clustering work-
flow, where individual nodes are assigned a specified region
of space to analyze. DOC workers run on each computa-
tional node and identify local clusters. These workers then
communicate with neighboring workers and merge clusters
iteratively. DOC can maintain data locality in certain config-
uration and thereby remove the need to aggregate data.

In order to identify clusters across time, we define the con-
cept of cluster features. For any given cluster found within
a dataset at some point in time, clusters features are a num-
ber of derived metrics and/or metadata that can be extracted
from them. Examples of cluster features are location, density,
bounds, size, and cluster metadata (e.g., points’ origin).

The key to cluster identification is to determine the sim-
ilarity between a set of cluster features. If two or more sets
of cluster features are sufficiently similar over time, then
they can be considered to correspond to the same cluster.
Meta-clustering is applied to identify similarity by clustering
the features extracted from the data. Just as with the origi-
nal points, we take advantage of clustering technique for its
ability to identify similarity without necessarily having to
determine an absolute threshold beforehand.

Figure 4 shows an example of how a cluster feature can
be used to track a cluster’s movement. In this figure, three
clusters found at different points in time are shown with their
corresponding centroids. As can be seen, the three centroids
form a cluster when seen as points in the same space. Based
on this information, we can say that it is likely that the three
clusters represent the same element or behavior pattern over
time, and that, consequently, can likely be identified as the
same cluster.

Fig. 4 Example of how cluster
centroids (a cluster feature) can
be used to track a cluster’s
movement [13]
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Fig. 5 Sliding window
technique example

4.2.3 Cluster tracking with a sliding time window

Despite the possibility of observing stable sets of features
over time, some features will necessarily keep changing
because of the dynamics of the system. The purpose of cluster
tracking is to be able to characterize and predict the behavior
of the changing features whenever possible, along with the
features that are static.

One possible approach to this is tracking static and
dynamic features separately. However, determining which
features to track in either way is not trivial. If only static fea-
tures cluster over time, then using a single feature space for
clustering will simply not work in either case. Our approach
is then to define a sliding window for clustering that allows
a fine-grained view of the features that change. More impor-
tantly, because changes are gradual, all features for a single
identifiable cluster (not just those that are static) will form a
cluster over some continuous time interval.

The sliding window technique captures incoming infor-
mation from the data stream, saves a portion of previously
captured information while discarding the oldest, and allows
new information to replace the discarded information, as
illustrated in Fig. 5. As can be seen in the figure, windowi con-
tains new requests from new time intervals, as well as some
remaining requests from intervals contained in the previous
window (windowi−1), but dropped the oldest time intervals
that were contained in that window. The same rule is applied
for subsequent windows.

Depending on the size of the time intervals, on the size of
the step of the analysis window, and on the size of the analysis
window itself, we can ensure that the changes in clusters are
gradual from one analysis window to the next. Since the size
as well as the step for each window can be changed, the rate of
change between analysis windows can always be controlled.
For our approach the default setting is to replace 10 % of the
data points at each step. We arrived at this value empirically
after finding that this level of accuracy was relatively high
(when compared to other windows sizes ranging from 5 to
50 %) and maintained a low total computation cost.

Despite the gradual changes afforded by the sliding win-
dow technique, eventually the dynamics of the underlying
data set will cause large changes in cluster features when
compared across many analysis windows, as well as new
clusters to appear, and other clusters to disappear. All of these
cases reflect changes in system state caused by bothgradual

Fig. 6 Workflow for data cluster tracking

and transitory events and conditions. Our feature tracking
approach keeps track of the trajectories (paths) defined by
feature sets across analysis windows, and is thus able to iden-
tify all of these changes. As a result, if patterns are identifiable
in the paths, they can be used for prediction.

4.2.4 Cluster tracking algorithm

The following workflow, illustrated in Fig. 6, summarizes the
six steps in the application of our algorithm.

(1) A data stream is read and, chronologically, an analysis
window moves along the data, creating snapshots (win-
dows) to analyze. The union of all windows makes the
original data stream up to a point in time, but consecu-
tive windows are not mutually exclusive (they overlap)
as shown in Fig. 5.

(2) Each window is clustered to identify the relationships
between data points within that specific window. Each
of these first level clusters is a snapshot in time of a
single cluster.

(3) For every window, each individual cluster has its features
extracted. These cluster features will later be used to
compare first level clusters from different windows to
one another for cluster identification.
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(4) Extracted cluster features are clustered with features
from previous windows to identify how closely related
they are to one another.

(5) The resulting meta-clusters can now be used to identify
these related clusters as a single cluster to be tracked.

(6) The trajectory for each temporal cluster is updated by
storing features in sorted order according to the analysis
window in which they were found.

4.3 Composing in-situ data analysis workflows

One important idea of the proposed framework is to support
building in-situ data analysis as a tightly-coupled workflow.
Two problems need to be solved regarding the programma-
bility: first, how to specify the control flow; second, how to
program the coordination and data communication between
the interacting workflow applications.

The tightly-coupled application workflow is expressed as
a DAG, where each vertex in the DAG represents a parallel
program. Our DAG representation extends traditional DAG
representation such as DAGMan used in the workflow engine
Pegasus, with the concept of a “bundle”, which represents a
group of parallel programs that need to be launched simul-
taneously, for example, the simulation and DOC programs
of our in-situ feature extraction and tracking scenario. The
edges of the DAG represent the control flow. The DAG as
well as the bundles are explicitly defined by users. Figure 7
presents the DAG representation for our simulation and DOC
application workflow, and the user-generated DAG descrip-
tion file which is then parsed by the management server.
Note that each parallel program in the DAG is identified by
a unique application id in the description file.

The components of the application workflow coordinate
and communicate with each other through the abstraction of
a shared data space-CoDS. In our in-situ feature extraction
and tracking scenario, the DOC workers (data consumer)
need to continuously access scientific data computed by the
simulation (data producer). To implement this, each process
of the simulation program specifies a descriptor as the key
for its data, and inserts the data into CoDS using collec-
tive put() interface. Each DOC worker generates the query

Fig. 7 Example of workflow DAG representation and description file.

Fig. 8 Simulation and DOC workers share data through data space
abstraction.

key, and uses the get() interface to retrieve data of interest.
More specifically, DOC workers use the interface get_local()
to only retrieve simulation data produced on local machine.
One assumption for our framework is that the interacting
workflow applications share the knowledge about the data,
such as type of key, data name and format. Figure 8 shows a
logical view of data interaction through shared data space.

5 Experimental evaluation

The prototype implementation of our framework was evalu-
ated on the Lonestar linux cluster at Texas Advanced Com-
puting Center (TACC). The Lonestar has 1,888 compute
nodes, and each compute node contains two hex-core Intel
Xeon processors, 24 GB of memory and a QDR InfiniBand
switch fabric that interconnects the nodes through a fat-tree
topology. The system also supports a 1 PB Lustre parallel
file system.

Our evaluation consists of two parts. The first part evalu-
ates the end-to-end data transfer performance of our in-situ
data analysis framework, and also compares it with the tra-
ditional disk I/O approach. The second part evaluates the
effectiveness and accuracy of our DOC-based feature track-
ing algorithm, using a time-varying dataset generated by sim-
ulation of coherent turbulent vortex structures.

5.1 Performance of data transfer

This section evaluates the end-to-end data transfer perfor-
mance, and more specifically the time used to transfer data
from simulation processes to DOC workers, for both our
in-situ memory-to-memory and the disk I/O approaches. In
this case, we use a testing MPI program as the parallel data
producing simulation, which runs on a set of m processor
cores. The parallel DOC workers runs on a separate set of
n processor cores where the ratio of m:n is 8. In our in-
situ data analysis approach, each DOC worker runs on a
processor core co-located with 8 simulation cores of the same
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Fig. 9 End-to-end data transfer time in millisecond. The size of data
produced per simulation process at each timestep is 32 MB

compute node, and retrieves data generated by the 10 intra-
node simulation processes through CoDS get_local() inter-
face. In our framework, the m:n ratio can be configured by
users. From our experience, the simulation part of the exper-
iment is usually more compute intensive, thus it makes sense
to allocate a large amount of cores to simulation tasks. On
the other hand, the data analysis part (DOC in this case)
is often data intensive hence requires a smaller number of
cores. Our in-situ approach requires simulation and analy-
sis tasks that exchange data to be scheduled in the same
node in order to minimize data transfer and to reduce the
overhead on the simulation itself. In the disk I/O approach,
simulation processes dump data to disk with the one file per
process method using binary POSIX I/O operations. Data
files are then read by parallel DOC workers. For this evalu-
ation, the number of simulation processes m is varied from
256 to 4,096, and the total data size produced by simulation
at each timestep is varied from 8 to 128 GB. The testing pro-
gram is configured to run for 100 timesteps at each data output
size.

Figure 9 and 10 compare the performance of the two
evaluated end-to-end data transfer approaches. As shown
in Fig. 9, our in-situ memory-to-memory method is much
faster than the disk I/O approach, with average speedup of
transfer performance as about 10. Also, the in-situ memory-
to-memory method is scalable, and shows no performance
degradation when the number of MPI processes in data pro-
ducing program increases from 256 to 4096. The reason for
this significant performance gain is that all data movement is
intra-node, and performed through the on-node fast I/O path-
shared memory. But for the disk I/O approach, both data pro-
ducer and DOC worker processes have to use the off-node
slow path-disk. Figure 10 illustrates the performance gain
from another dimension - aggregate data transfer throughput.
The fast intra-node shared memory approach enables much

Fig. 10 Aggregate data transfer throughput. The size of data produced
per simulation process at each timestep is 32 MB

higher aggregate bandwidth for the data movement between
simulation and DOC.

5.2 Effectiveness of the feature-based cluster tracking
algorithm

This section evaluates the effectiveness and accuracy of our
proposed feature tracking algorithm, using a time-varying
3D dataset. The dataset is generated by simulation of coher-
ent turbulent vortex structures with 1283 resolution (vorticity
magnitude) and 100 time steps. In this case, the data clus-
ter or object of interest is defined as thresholded connected
voxel regions. These regions evolve both in location and
shape during the simulation. Although different time steps of
the dataset can be visualized offline using visualization tools
such as Visit, it is difficult to visually observe and accurately
follow regions of interest. The tracking information from our
algorithm is used to determine how the regions evolve, e.g.,
size, location, density, over the time steps.

In this experiment, we define the regions of interest as the
data points with vorticity values in the range of 9 to maxi-
mum. Since the tracked objects in our experiment vary fast
and last only around 10 time steps, we snapshot three time
steps of the visualized dataset for the duration of the tracked
object, as shown in Fig. 11. Also, it demonstrates the effec-
tive tracking of the evolving volume region (or object as in
DOC) pointed by black arrows. We define tracking accuracy
as the ratio of data points encompassed by the tracked objects
to total number of points in the experiment. This ensures
that high accuracy in object tracking can only be achieved
by identifying paths from which the object pass through. In
each experiment 50 frames were used to identify the paths
of the objects within these 50 frames. The tracking accuracy
across 47 tests was 92.28 % on average, meaning only 7.72
% of all vortex points were not associated to any trackable
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Fig. 11 A visualized view of the evolving volume regions (objects) tracked by our feature-based tracking algorithm.

Fig. 12 Illustration of tracked path for object evolves over multiple
time steps.

object in our experiments. In Fig. 12 we present the tracking
of a object (the same one as in visualized Fig. 11), as seen by
DOC, at three different time steps. As shown in the figure,
this object moves from left to right and shrinks in size.

6 Related work

6.1 In-situ scientific data processing

The increasing performance gap between computing and I/O,
and the cost of moving large volume of data to/from disks,
motivates computation scientists to employ the in-situ data
processing approach to perform analysis, visualization [15],
indexing building [16], compression etc. The key idea is to
move operations to data where the simulation is running.
However, the existing inline approach [17], [18] tightly inte-
grate analysis or visualization libraries into simulation code.
Our techniques provide a more generic framework to com-

pose and execute in-situ data operations in a flexible and
customizable way.

6.2 Staging area based in-transit data analysis and I/O

The data staging area is a set of additional compute nodes
allocated by users when launching the parallel simula-
tions. The application of staging area has been investi-
gated to add values to simulation’s I/O pipeline in projects
such as DataStager [19], PreData [20], JITStaging [21],
ActiveSpace [22] and Glean [23]. Our techniques focus
on scheduling and running analysis code in-situ to exploit
increasing hardware parallelism and intra-node locality, and
can be integrated with these in-transit approaches to perform
hybrid data staging and analysis. Recent research [4] has also
explored the benefits of combining both in-situ and in-transit
approaches on high-end systems, and demonstrated the ben-
efits of such hybrid approaches.

6.3 Tuple space model for coordination and communication

Our system framework provides the abstraction of a virtual
shared data space in which application components of the in-
situ data analysis workflow can put and get data. This concept
of abstraction derives from the Tuple space model. Several
academic and industrial projects are based on this model,
like Linda [24], IBM Tspace , JavaSpace. Seine [25,26]
builds a virtual shared space similar to our work, which is
exclusively used for code coupling. DataSpaces [27] builds
on Tuple space model a more general programming frame-
work for data exchange and supports flexible asynchronous
interaction patterns (e.g., publisher/subscriber/notification).
In addition to support of shared data space abstraction, our
techniques add the programming interface to compose in-
situ data analysis workflow, and implement the runtime sys-
tem with data-centric task mapping and more efficient shared
memory based intra-node communication.
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6.4 Clustering techniques

Guha et al. [28] provides a study on K-median clustering in
order to model data streams. Providing a through explanation
on the upper and lower bound of the algorithm is provided
when a single pass is used on the data. The study thereby
determines the total runtime and memory usage required
for this algorithm to process a given data stream. This work
serves as a base to understand the inherent problems faced by
data analytics algorithms in order to process data in a contin-
uous manner. Charikar et al. [29] enables k-means to cluster
data streams efficiently by employing a divide and conquer
method, which has a portion of the information processed
offline and another as the data is created. Aggarwal et al. [30]
address the problem of the poor quality of clusters when data
evolves considerably over time. The approach performs both
an online and offline analysis of the information. The online
component periodically stores detailed summary statistics
of the data being processed and the offline component is
utilized to provide an understanding of the overall clusters
in the data stream. Using these two methods together pro-
vides a framework where clusters are of a better quality than
those taken at any one point in time. O’Callaghan et al. [31]
provide a novel clustering algorithm that splits into two dif-
ferent algorithms STREAM and LOCALSEARCH, where
the STREAM algorithm determines the amount of data to
be processed and LOCALSEARCH is applied. Csernel et
al. [32] use a sampling method as a means to reduce the
total information needed to analyze data streams over time.
They keep a portion of the cluster information so that they
can view the data across time. They show that their sampling
method does not affect accuracy and in most cases provide
speedup.

6.5 Cluster tracking

Abrantes and Marques [33] studied the stochastic informa-
tion within a data cluster over time in order to track the
movement of cluster in the context of computer vision. Their
approach proposes a noise model that can increase the robust-
ness of the motion model with respect to outliers affecting
the quality of motion detection. They show its effectiveness
by evaluating car traffic sequences and ultrasounds. Abrantes
and Marques also explored the idea of tracking clusters based
on specific internal features of a cluster and demonstrated
how cluster features can be used to identify distinct clusters
at different time frames. We use this concept outside the area
from which this method was created, computer vision.

6.6 Features tracking of time-varying simulation datasets

Many techniques have been developed by computer vision
community to extract, identify and track features. Silver et al.

[34] presented a semi-automatic volume tracking algorithm
to improve visualization of 3D time-varying CFD datasets.
Chen et al. [35] developed a parallel algorithm to analyze
and visualize the evolving features extracted from time-
varying simulation datasets in realtime. Our technique repre-
sents features as clustered data points in a multi-dimensional
information space, and identifies and tracks the data clus-
ters of interest in a distributed and timely manner using
DOC.

7 Conclusion and future work

This paper explores the in-situ execution of feature-based
objects tracking of time-varying scientific simulation data.
Specifically, we present a feature-based cluster tracking algo-
rithm which is built on DOC to process data in a distributed
and timely manner. We also present Co-located DataSpaces,
a framework and its programming interface, to compose and
run tightly coupled workflow applications in-situ. We evalu-
ated the proposed approach on the Lonestar cluster at TACC
through different experiments. The experiments measured
the end-to-end data transfer performance as well as the effec-
tiveness and accuracy of our cluster tracking algorithm. The
results show our in-situ memory-to-memory approach per-
forms 10 times faster compare to traditional disk I/O. More-
over, our tracking algorithm achieves the tracking accuracy
of 92.28 % on average.

Our direction for future work includes extending the
decentralized in-situ cluster tracking system for other appli-
cation areas such as online monitoring of resource uti-
lization and anomaly detection in large scale data centers.
We will also explore the use of on-node NVRAM/SSD
storage to support energy-efficient in-situ staging of large
data sets which could not be stored in current on-node
memory.
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