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ABSTRACT OF THE THESIS

Dynamic Context Aware Access Control for Grid

Applications

by Guangsen Zhang

Thesis Director: Professor Manish Parashar

While the primary objective of Grid Computing is to facilitate the sharing of

resource and service spanning across largely distributed and heterogeneous system,

the success deployment of Grid infrastructure will make lots of applications possible.

The applications range from pure scientific computing to commercial utilization. It

will enhance the human creativity by increasing the computing capability and per-

formance; allow geographically distributed people and computers to collaborate. The

Grid infrastructure presents many challenges due to its inherent heterogeneity, multi-

domain characteristic, and highly dynamic nature. One critical challenge is providing

authentication, authorization and access control guarantees. Although lots of re-

searches have been done on different aspects of security issues for Grid computing,

these efforts focus on relatively static scenarios where access depends on identity of

the subject. They do not address access control issues for pervasive Grid applications

where the access privileges of a subject not only depend on its identity but also on

its current context (i.e. current time, location, system resources, network state, etc.)

and state. In this thesis, we present the SESAME dynamic context-aware access



control mechanism for pervasive Grid applications. SESAME complements current

authorization mechanisms to dynamically grant and adapt permissions to users based

on their current context. The underlying dynamic role based access control (DRBAC)

model extends the classic role based access control (RBAC). We also present a pro-

totype implementation of SESAME and DRBAC with the Discover computational

collaboratory and an experimental evaluation of its overheads.

Keywords: Grid security, authorization and access control, context-aware, perva-

sive applications, Grid computing.
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Chapter 1

Introduction

1.1 Motivation

Grid computing is rapidly emerging as the dominant paradigm of wide area dis-

tributed computing [8]. It’s primary objective is to provide a service oriented in-

frastructure that leverages standardized protocols and services to enable pervasive

access to, and coordinated sharing of geographically distributed hardware, software,

and information resources. The Grid community and the Global Grid Forum [7]

are investing considerable effort in developing and deploying standard architectures

and protocols that enable seamless and secure discovery, access to, and interactions

among resources, services, and applications. This potential for seamless aggregation,

integration, and interactions has made it possible to conceive a new generation of

Grid applications that are based on ad hoc, symbiotic and opportunistic interactions,

where users, application components, Grid services, resources (systems, CPUs, in-

struments, storage) and data (archives, sensors) interact as peers. However, realizing

such a pervasive Grid infrastructure presents many challenges due to its inherent

heterogeneity, multi domain characteristic, and highly dynamic nature. One critical

challenge is providing authentication, authorization and access control guarantees.

1.2 Problem Statement

The Grid Security Infrastructure(GSI) [9] has been accepted as the primary authen-

tication mechanism for the Grid. Developed as part of the Globus project [22], GSI
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defines single sign on algorithms and protocols, cross domain authentication proto-

cols, and temporary credentials called proxy credentials. GSI is widely used and

has been integrated into a number of Grid environments and applications. However,

the authorization and access control challenges are not fully addressed by existing

approaches. The Akenti [28] access control system enables multiple owners and ad-

ministrators to define fine grained usage policies in a widely distributed system. The

Akenti policy engine then gathers use conditions certificate defined by the resource

owners and attribute certificates from the various stake holders, and grants access to a

resource by matching of these two certificates. In the Community Authorization Ser-

vice (CAS) [13], resource providers grant access to a community accounts as a whole.

The CAS server is designed to maintain authorization information for all entities in

the community. It keeps track of fine grained access control information and grants

restricted GSI proxy certificates (PCs) to community members. M. Lorch et al [19]

propose a fine grained authorization services to support ad hoc collaborations using

attribute certificates. Similarly, L. Ramakrishnan et al [14] present an authorization

infrastructure for component based Grid applications by providing authorization at

the component interface.

While these research efforts listed above do address important aspects of the

overall authorization and access control problem in a Grid environment, these efforts

focus on relatively static scenarios where access depends on identity of the subject.

They do not address access control issues for pervasive Grid applications where the

access capabilities and privileges of a subject not only depend on its identity but also

on its current context (i.e. current time, location, system resources, network state,

etc.) and state. For example, consider a user accessing a remote resource or a data

archive using a pervasive portal on her PDA. In such an application, the user’s access

privileges depend on who she is, where she is (in a secure or insecure environment),

her context (current connectivity, current load), the state of the resource or data

archive she is accessing, etc. Furthermore, her privileges will change as her context
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changes, for example, if she moves from a secure wireless link to an insecure one.

Similarly, when a Grid service interacts with another service on the Grid, the access

privileges of the service will also depend on the credential of the service as well as the

context and state of the service, which are dynamic.

1.3 Contribution

In this thesis, we present the SESAME 1 dynamic context aware access control mech-

anism for pervasive Grid applications [29, 30]. SESAME complements current autho-

rization mechanisms to dynamically grant and adapt permissions to users based on

their current context. The underlying dynamic role based access control (DRBAC)

model extends the classic role based access control (RBAC) [25, 5], while retaining its

advantages (i.e. ability to define and manage complex security policies). The model

dynamically adjusts Role Assignments and Permission Assignments based on context

information. In DRBAC, each subject is assigned a role subset from the entire role

set by the authority service. Similarly, each object has permission subsets for each

role that will access it. During a secure interaction, state machines are maintained by

delegated access control agents at the subject (Role State Machine) to navigate the

role subset, and the object (Permission State Machine) to navigate the permission

subset for each active role. These state machines navigate the role/permission subsets

to react to changes in context and define the currently active role at the subject and

its assigned permissions at the object.

A prototype of SESAME and the DRBAC model has been implemented as part

of the Discover [27, 20] computational collaboratory. Discover enables geographically

distributed scientists and engineers to collaboratively access, monitor and control

applications, services, resources and data on the Grid using pervasive portals. The

feasibility, performance and overheads of SESAME are experimentally evaluated.

1Scalable, Environment Sensitive Access Management Engine
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1.4 Organization of the Thesis

The thesis is organized as follows. The first part is introductory in nature. Chap-

ter 2 provides a comprehensive description of concepts and notions in access control.

It provides background information for the discussion presented later in the thesis.

Chapter 3 presents the SESAME dynamic access control model and describes its

operation. Chapter 4 describes the prototype implementation within the Discover

collaboratory. Chapter 5 presents an experimental evaluation. I conclude with a

discussion of contribution of this thesis and possible future direction in Chapter 6.
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Chapter 2

Background

This Chapter presents the concepts underlying this thesis and the necessary mate-

rials for understanding the rest of the thesis. The presentation here consists of four

parts. The first part introduces the related work in the Grid applications security,

with a focus on authorization and access control aspect. The second part discusses

the requirement of the authorization and access control for pervasive Grid applica-

tions. In the third part, the scenarios that need dynamic access control in pervasive

Grid applications are discussed. Finally, the access control concepts and models are

discussed.

2.1 Security Service For Grid Applications

GSI [23] is an alternative approach to inter domain security. It was developed un-

der the Globus research project to support distributed computing environments, or

Computational Grids, which are similar to virtual organizations. GSI deals with inter

domain operations, bridging the different local security solutions of constituent sites.

GSI includes several significant features:

• Credentials, using standard X.509v3 certificates as the private keys, represent

the identity of each entityuser, resource, programspecifying the entitys name and

additional information, such as a public key. A certification authority (CA), a

trusted third party, ties an identity to a public private key pair by signing a

certificate.
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• An authentication algorithm, defined by the Secure Socket Layer Version 3

(SSLv3) protocol, checks the entitys identity. The veracity of an entitys identity

is only as good as the trust placed in the CA that issued the certificate, so the

local administrator installs these certificates, which are then used to verify the

certificate chains.

• An entity can delegate a subset of its rights, such as a process a program

creates to a third party by creating a temporary identity called a proxy. Proxy

certificates can form a chain, beginning with the CA and growing, as first the

user, then the users proxies, sign certificates. By checking the certificate chain,

processes started on separate sites by the same user can authenticate to one

another by tracing back along the certificate chain to find the original user

certificate.

• Each resource can specify its policy for determining whether to accept incoming

requests. The initial GSI used a simple access control list, but the current

version uses other techniques.

• The authentication protocol verifies the global identity of involved parties, but

GSI must convert this name to a local subject name such as a login name or

Kerberos principal before the local security system can use the name. GSI does

this by consulting a simple text based map file under the local sites control that

defines the binding between global and local names.

• The standard interface GSS API provides access to security operations. GSI

uses OpenSSL or SSLeay, the free implementation of SSLv3, for its authenti-

cation protocols and support for proxy certificates. SSLv3 is used widely for

Web security, has been well scrutinized for security problems, and has broad

acceptance as a mature protocol.
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Akenti [28] is a distributed access control system designed by Ernest Orlando

Lawrence Berkeley National Laboratory. The immediate motivation is to enable

sharing over open networks of valued resources within the scientific community. The

resources consist of large scientific instruments such as electron microscopes or high

energy light sources; supercomputers or other high end computer servers etc. In

such an environment, the stake holders of all kinds of resources have flexibly specify

access requirements for their resource, and each resource may have multiple stake

holders who will impose different conditions for access. Further, the principals in these

scientific collaborations are geographically distributed and multi organizational. To

solve these issues, Akenti use a policy based access control based on certificates, that

convey identify, authorization, and attributes. Users are authenticated by presenting

an X.509 identity certificate and proving that they know the associated private key.

These certificates are issued by certificate authorities(CA) that verify the connection

between a person or system component and possession of a public key/private key

pair . Stake holders create and digitally sign use condition certificates that define

conditions that must be satisfied by a user before being given access to resource. User

attributes are asserted by “authorities” that provide assured information as digitally

signed attribute certificates. Both use condition and attribute certificates may be

stored local to the issuer as long as they can be provided by a server when they are

needed to determine permissions during an access request. The heart of Akenti system

is the Akenti policy engine, which gathers and verifies certificates and then evaluates

the user’s right to access the requested resource based on these certificates. As the

certificates are distributed over the network, to search these certificates, a minimal

authority file is stored with the resources need access control. This file contains a list

of servers which supply identity and attribute certificates; the list of the use condition

issuers; and where the use condition certificates are stored. In addition, there is a root

authority file that contains the list of trusted CAs, and their public keys, for the whole

resource tree. The Akenti policy engine searches each of the certificate directories



8

listed in the authority file. The user’s access on resource based on the evaluation

of these certificates. To improve the performance of searching the certificates across

the network, Akenti take some ways: Filtering at server side to reduce the amount

of certificates returned to Akenti, using hash search; caching certificates locally once

they have been found and verified. Akenti has some vulnerabilities: if the certificate

needed for some reason unavailable , the access control decision will be wrong. So

the reliability of Akenti system will based on the reliability of using certificates across

the distributed system.

CAS [13] is a community Authorization Service for group collaboration. It focus

on supporting the centralized specification of community policies governing collections

of resources. A community runs a CAS server to keep track of its membership and

fine grained access control policies. A user wishing to access community resources

contacts the CAS server, which delegate rights to the user based on the request and the

user’s role within the community. These rights are in the form of capabilities, which

users can present at a resource to gain access on behalf of the community. The CAS

architecture build on public key authentication and delegation mechanisms provided

by Grid Security Infrastructure(GSI). In GSI, an entity can delegate a subset of its

rights to a third party by creating a temporary identity called a proxy. In order to

support CAS, the ability of proxy is extended by carry policy information restricting

its use, such a proxy is called a restricted proxy. This structure address the scalability

problem by reducing the necessary trust relationships from U*R(U: user, R: resource)

to U+R: each user needs to be known and trusted by the CAS server, but not by each

resource; each resource need to be known and trusted by the CAS server, but not

by each user. The CAS server provides a centralized location at which various use

conditions that govern access to a resource can be collected; once these are verified,

the resource need deal only with a single capability. Also CAS provides a mechanism

to delegate permissions on a set of resources distributed across different administrative

domains. The vulnerability of CAS is if a CAS server is compromised, it can issues
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credentials that don’t reflect the policies of the community that it represents. Because

CAS is a centralized mechanism, the CAS server will be the bottleneck of the whole

system.

2.2 Security Requirement for Pervasive Grid Applications

Pervasive Grid applications require all of the standard security functions, including

authentication, access control, integrity, privacy, and non-repudiation. Among them,

authentication, authorization and access control are critical to the Grid computing

infrastructure. While The Grid Security Infrastructure has been accepted as the pri-

mary authentication mechanism for the Grid, the authorization and access control

challenges are not fully addressed by existing approaches. The Akenti access control

system enables multiple owners and administrators to define fine grained access con-

trol policies in a widely distributed system. The Akenti policy engine then gathers

use conditions certificate defined by the resource owners and attribute certificates

from the various stake holders, and grants access to a resource by matching of these

two certificates. In the Community Authorization Service (CAS), resource providers

grant access to a community accounts as a whole. The CAS server is designed to

maintain authorization information for all entities in the community. It keeps track

of fine grained access control information and grants restricted GSI proxy certificates

(PCs) to community members. Other works include the authorization service to sup-

port ad hoc collaborations using attribute certificates the authorization infrastructure

for component based Grid applications by providing authorization at the component

interface. While these research efforts address important aspects of the overall au-

thorization and access control problem in a Grid environment, these efforts focus

on relatively static scenarios where access depends on identity of the subject. They

do not address access control issues for pervasive Grid applications where the access

privileges of a subject not only depend on its identity but also on its current context
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(i.e. current time, location, system resources, network state, etc.) and state. Our

approach is SESAME (scalable environment sensitive access management engine).

It complements current authorization mechanisms to dynamically grant permissions

to users based on their current context. The underlying dynamic role based access

control (DRBAC) model extends the classic role based access control (RBAC), while

retaining its advantages (i.e. ability to define and manage complex security policies).

2.3 Scenarios Need Dynamic Access Control

Grid applications frequently involve many more entities, dynamic collaboration, dy-

namic system environment. In this section, we summarizer three categories of sce-

narios in Grid computing that need dynamic access control mechanism: User to

User collaboration, Component to Component Interaction, Users collaborate access

resource.

2.3.1 User to User Collaboration.

In this scenario, users from different domain will collaborate together to carry out a

work. For example, thousand of physicists at hundreds of laboratories and universities

worldwide come together to design, create, operate, and analyze the products of a

major detector at CERN, the European high energy physics laboratory. During the

analysis, the scientists will access the computing result and data storage data of other

scientists [8]. Each scientist has his or her own access control policies to protect the

security of the resource; however, the access control should be dynamically changed

to meet the dynamic changing environment.

• The pervasive access property of the Grid computing make the scientist collabo-

rates with other scientists from anywhere possible. With the mobile device, the

scientist can move to location that is not secure enough, the peer scientist who

provide resource access maybe want deny the further access in this situation.
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• The network bandwidth is limit, in some situation, if too many scientists access

the resource of one scientist simultaneously, the network will be jammed. Access

control should provide access only to critical users at this situation and deny

the access of others. But the access control mechanism should also be capable

of granting the access to those noncritical users while network is in light load.

• During the collaboration, some scientists will dynamically join the collabora-

tion; the access control mechanism of each scientist should adjust dynamically

according to the local policy to protect the confidential of the data.

• When scientist A collaborate with other remote peer scientists, the remote peer

want know whether scientist A are in secure environment, for example, any

unknown person around A. And the permission will be granted to A dynamically

according to A’s environment.

In these scenarios, the identity of the user is not the only credential to make

access control decision. We need other information such as location, network usage,

people’s social environment to grant permission. As this information is dynamic

and will change from time to time, observably, dynamic access control mechanism is

necessary.

2.3.2 Component to Component Interaction

By dynamically composting the autonomic components, we can build autonomic ap-

plications upon Grid computing infrastructure. The autonomic components have the

properties of self configuring, self healing, self optimizing and self protecting [1, 15].

They can perceive the changes in the environment and adjust their own behavior

to adapt to the new environment. The autonomic applications will composite these

autonomic components dynamically according to the rules predefined(highest per-

formance, lowest cost, reservation, execution time upper bound, best accuracy). As

autonomic component is context aware, they can know the environment around them.
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They need change their access control policy as illustrated by the scenarios listed be-

low:

• The component A wants access the resource of component B while component

C is accessing the resource of B. As A has higher priority to use the resource of

B, B need change the privilege it grants to C.

• Component A is involved in an application. During the process of work flow,

new Components are included in the application. As A has no trust relationship

with the new component, it will restrict other components to access the critical

service in case of eavesdropping of new component.

• While Component A is providing service to other components, its local system

resource will be used up. A should deny some components’ access privilege to

keep the service quality.

In autonomic computing, all the components will be context ware, so component can

use the context information to provide dynamic access control

2.3.3 User Collaborate Access Resource

The Grid computing infrastructure will aggregate computational and information

resources from different organizations in widespread locations. Users can access the

resource from anywhere. The different organizations have different local security

policy and the network links have different security level at different location. The

Access control mechanism in such system will be more complex than the traditional

distributed system [11]. The network topology will be dynamically updated, the new

resource will be dynamically included, and the user who accesses the resource can

be anyone. In such a dynamic and heterogeneous environment, static access control

mechanism based on the assumption that all the resource and user are known to the
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system in advance will not be feasible. Dynamic access control mechanism is critical

to the scenarios described below:

• The user runs an application at his office. Then the application will access the

resource somewhere else. With the capability of single sign on, the application

can use the users credential to access the resource. During this procedure, if

the user moves to another site which is not secure, the delegate application will

possible be denied to continue access some resource because the potential risk

of leaking information to malicious user.

• The user runs certain simulation program, which will dynamically get service

from resource distributed in the Grid. The resource will change the privilege

granted to the user according to other resources that the user is accessing.

2.4 Access Control Model

The basic way to model access control is a four tuple: (S;O;A;M), where S is the

set of subjects, O is the set of objects, A is the set of actions (access rights), and M

is a function that maps a tuple(s; o; a) ∈ S × O × A to a decision ∈ {T ; F}. The

mapping M can be stored in an access matrix, with rows corresponding to subjects,

columns corresponding to objects, and matrix entries indicating allowed access rights.

In practice, a typical access matrix is large and sparse, and it is difficult to store,

manage, and understand such a matrix directly. Therefore, various access control

policies have been developed.

2.4.1 Access Control Policies

Discretionary Access Control(DAC). DAC is A means of restricting access to

objects based on the identity of subjects and/or groups to which they belong. The

controls are discretionary in the sense that a subject with a certain access permission
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is capable of passing that permission (perhaps indirectly) on to any other subject

(unless restrained by mandatory access control). DAC permits the granting and

revoking of access privileges to be left to the discretion of individual users. This

is based on the notion that individual users are “owners” of objects. Ownership is

usually acquired as a consequence of creating the object.

Mandatory Access Control (MAC). MAC is defined as a means of restricting

access to objects based on sensitivity (as represented by a label) of the information

contained in the objects and the formal authorization (i.e., clearance) of subjects to

access information of such sensitivity. The different security levels in a system form

a lattice. MAC is typically used to enforce one directional information flow in such a

lattice. The rule for read access requires that a user with a given clearance level can

only read information with the same or lower classification level. The rule for write

access requires that a user with a given clearance level can only write information

to a target with the same or higher classification level. This prevents a user from

declassifying information without authorization.

Role based Access Control (RBAC). Recently, role based access control

(RBAC) has emerged as a promising alternative to the two traditional classes of

access control policies. The notion of role is central to RBAC. Permissions are as-

sociated with roles, and users are granted membership in appropriate roles, thereby

acquiring the roles’ permissions. More advanced RBAC models include role hierarchy

and constraints. Roles are created for the various functions in an organization and

are assigned to and revoked from users based on users’ responsibilities and qualifica-

tions. The power of RBAC comes from the fact that the notion of “role” captures

the way most organizations operate. RBAC by itself is policy neutral. It can be used

to implement MAC. The notion of roles makes the creation and modification of secu-

rity policies easier so that security policies can more easily evolve incrementally over

the system life cycle. Roles add another layer between principals and objects, thus

helping to model the many to many relationships between principals and objects. In
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RBAC, authorization is decided on the basis of which role the principal is associated

with and which access rights the role has. Thus the full identity information of a

requester may not be needed in access control. As long as the requester can provide

proof that it is associated with the correct role, the request can be allowed. One of

the most important features of roles is that it enables us to reason about the role-role

relationship that is traditionally difficult to do:

• Mutual exclusion. This is a static form of separation of duty. It limits the same

user to be assigned to at most one role in a mutually exclusive set.

• Pre requisition. If a role is declared a prerequisite for another role in the system,

it means that a user may belong to the latter role only if he/she already belongs

to the first role.

• Role hierarchy. One role may inherit permissions from other roles. This forms

a role hierarchy.

• Cardinality constraints. This imposes a limit on the number of users that may

be assigned to the role.

• Various forms of Dynamic Separation of Duty. It refers to those role constraints

to be enforced at run time .

2.4.2 Access Control Mechanisms

Techniques to implement the above access control policies include the following:

Access Control Lists (ACLs): An access control list is an attribute of a target

object, stating which users can invoke which actions on it. An access control list

specifies the contents of the column related to the target object in the access control

matrix.

Capabilities: Capabilities are results of decomposing the access matrix by rows.

In this scheme, associated with each subject is a list that defines the objects to which
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the subject has access rights and what are those authorized rights. A capability is

effectively a ticket, possessed by a requester, that authorizes the holder to access a

specified object in specified ways. Some capabilities can only be used by a specified

principal, while others may be transferred to other principals.

Security Labels: A security label is a set of security attribute information bound

to a user, a target, or a piece of information in transmission. The label indicates the

sensitivity level of the data. This mechanism is used to implement MAC.
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Chapter 3

Dynamic Role based Access Control

As mentioned in previous chapter, a key requirement for pervasive Grid applications

is the support for dynamic, seamless and secure interactions between the participat-

ing entities, i.e. components, services, applications, data, instruments, resources and

users. Guaranteeing interaction security requires a fine grained access control mech-

anism. Furthermore, in the highly dynamic and heterogeneous Grid environment,

the access privileges of an entity depend on its credential, context and current state,

which are dynamic. In this Chapter, we present the SESAME Dynamic Role Based

Access Control model(DRBAC) to address these requirements. The traditional Role

Base Access Control(RBAC) model is first discussed. The DRBAC model and its

operation are then described in detail.

3.1 RBAC

Role based access control (RBAC) [24, 10] is an alternative to traditional discretionary

(DAC) and mandatory access control (MAC). In RBAC, users are assigned roles and

roles are assigned permissions. A principle motivation behind RBAC is the ability to

specify and enforce enterprize specific security policies in a way that maps naturally

to an organization’s structure. As user/role associations change more frequently

then role/permission associations, in most organizations, RBAC results in reduced

administrative costs as compared to associating users directly with permissions. It

can be shown that the cost of administrating RBAC is proportional to U+P while

the cost of associating users directly with permissions is proportional to U*P, where
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U is the number of individuals in a role and P is the number of permissions required

by the role [5]. Sandhu [25] defines a comprehensive framework for RBAC models

which are characterized as follows:

• RBAC0 : the basic model where users are associated with roles and roles are

associated with permissions. As shown in A.1.

• RBAC1 : RBAC0 with role hierarchies. As shown in A.2.

• RBAC2 : RBAC1 with constraints on user/role, role/role, and/or role/permission

associations. As shown in A.3.

Recently RBAC has been found to be the most attractive solution for providing

security in a distributed computing infrastructure [5]. Although the RBAC models

vary from very simple to pretty complex, they all share the same basic structure of

subject, role and privilege. Other factors, such as relationship, time and location,

which may be part of an access decision, are not considered in these models. The

SESAME DRBAC model presented in this thesis extends RBAC to provide context

aware access control mechanisms for dynamic and pervasive Grid applications.

We also noted others who provide context aware access control mechanism by

extending RBAC model. Michael J. Covington [17, 16, 18] has proposed the Gen-

eralized Role Based Access Control (GRBAC) model. In this model, he extends the

traditional RBAC by applying the roles to all the entities in a system. (In RBAC, the

role concept is only used for subjects). By defining three kinds of roles in the model:

Subject roles, Environment roles, and Object roles, context information can be used

as a factor in making access decisions. In GRBAC, the definition of environment

roles allows the model to partially address problem we described, but it may not be

feasible in practice because the potential large amount of environment roles make the

system hard to maintain. Also, by defining too many roles in the system, it looses

the advantage that the RBAC provides. Further more, in certain situations it may
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fail. For example, in the Aware Home, if two users both have a parent role and one of

them presented in the kitchen room, the environment role kitchen room will be acti-

vated for both of them thus granting wrong permissions to another user. Ultimately,

the access request is either granted or denied based on the present of an environment

role. This is not the case in pervasive Grid computing, where we always want the

privilege to access the resource change continuously as the environment change. Our

approach attempts to address this issues and is described in the following sections.

3.2 Dynamic Role based Access Control Model

The formalization of the DRBAC model is based on the RBAC model presented in [6].

The DRBAC model is illustrated in Figure 3.1. It has the following components:

• USERS. A user is an entity whose access is being controlled. USERS represents

a set of users.

• ROLES. A role is a job function within the context of an organization with

some associated semantics regarding the authority and responsibility conferred

on the user assigned to the role. ROLES represents a set of roles.

• PERMS. A permission is an approval to access one or more DRBAC protected

resources. PERMS represents a set of permissions.

• ENVS. ENVS represents the set of context information for the system. We use

an authorized “context agent” to collect context information in our system.

• SESSIONS. A session is a set of interactions between subjects and objects.

SESSIONS represents a set of sessions.

• UA. UA is the mapping that assigns a role to a user. In a session, each user

is assigned a set of roles and the context information is used to determine the

active role among these. The user accesses the resource using this active role.
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• PA. PA is the mapping that assign permissions to a role. Every role which has

privileges to access the resource is assigned a set of permissions and the context

information is used to determine the active permissions for the roles.

Figure 3.1: The dynamic access control model

In the DRBAC model, a Central Authority (CA) maintains the overall role hierar-

chy for each domain. When the subject logs into the system, based on her credential

and capability, a subset of the role hierarchy is assigned to her for the session. The

CA then sets up and delegates (using GSI) a local context agent for the subject. This

agent monitors the context for the subject (using services provided by the Grid mid-

dleware) and dynamically adapts the active role. Similarly every subject maintains a

set of permission hierarchies for each potential role that will access the resource. A

delegated local context agent at the subject resource will use environment and state

information to dynamically adjust the permissions for each role. We formally define

the DRBAC model as follows:

- USERS, ROLES, PERMS, ENVS and SESSIONS (users, roles, permissions,

environments and sessions, respectively).
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- ACT ROLE and ACT PERMISSION (active role and active permission re-

spectively).

- UA⊆USERS×ROLES, a many-to-many mapping user-to-role assignment rela-

tion.

- PA⊆PERMS×ROLES , a many-to-many mapping permission-to-role assign-

ment relation.

- Assigned roles(u:USERS, e:ENVS) → 2ROLES, the mapping of user u onto a

set of roles.

- Assigned permissions(r:ROLES, e:ENVS)→ 2PERMS, the mapping of role r

onto a set of permissions.

- User sessions(u:USERS) → 2SESSIONS, the mapping of user u onto a set of

sessions.

- Session roles(s:SESSIONS) → 2ROLESS, the mapping of session s onto a set of

roles. Formally: session roles(si) ⊆ {r∈ROLES|(session roles(si), r)∈UA}

- RH ⊆ ROLES×ROLES is a partial order on ROLES called the inheritance

relation, written as ≥ , where r1 ≥ r2 only if all permissions of r2 are also

permissions of r1, and all users of r1 are also users of r2.

- PH ⊆ PERMS× PERMS is a partial order on PERMS called the inheritance

relation, written as ≥ , where p1 ≥ p2 only if all roles of p1 are also roles of p2.

In the formal definitions above, UA (user assignment) defines the relationship among

roles, users and environments; PA (permission assignment) defines the relationship

among permissions, roles and environments. RH (role hierarchy) and PH (permission

hierarchy) define the inheritance relationship among roles and permissions respec-

tively. The following section explains the operation of our model in detail.
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3.3 DRBAC Operation

In the DRBAC model, we assign each user a role subset from the entire role set.

Similarly each resource will assign a permission subset from the entire permission

set to each role that has privileges to access the resource. Figure 3.2 shows the

relationship between the role hierarchy maintained at the Central Authority (CA)

and the subset of this hierarchy assigned to a particular user.

Figure 3.2: Role hierarchy state machine

We use state machines at the subject (Role State Machine) to maintain the role

subset for a user, and at the object (Permission State Machine) to maintain the

permission subset for each role. A state machine consists of state variables (a role

or permission) that encode state, and events that transform its state. The delegated

local context agent uses middleware services to monitor context and generates events

to trigger a transition of the state machine when necessary.

A permission hierarchy is shown in the Figure 3.3. Note that the null permission

signifies no access privileges. A transition is defined as T(Initial State, Destina-

tion State). So T(P1, P2) represents the transition from P1 to P2 and T(P2, P1)

represents the transition from P2 to P1. In this example, P2 is the current active

permission. Role transitions in the Role State Machine are similarly defined.

Key concerns in the implementation of the proposed state machine based access
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Figure 3.3: Permission hierarchy state machine

control mechanism include its performance overheads and the reliability and secu-

rity of the context information. In a typical organization, the number of roles and

permissions is relatively small, no more than 20. As a result, with the increasing

computational capability of systems, maintaining the state machine will have little

if any impact on performance. Also, there are a number of research and commercial

efforts [2] developing context toolkits that can provide reliable and secure context

services.
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Chapter 4

SESAME/DRBAC Prototype Implementation

4.1 Prototype Implementation

A prototype of SESAME and the DRBAC model has been implemented as part of

the Discover [27, 4] computational collaboratory. Discover is a Grid based computa-

tional collaboratory that enables geographically distributed scientists and engineers

to collaboratively access, monitor, and control distributed applications, services, re-

sources and data on the Grid using pervasive portal. The architecture of Discover is

presented in Figure 4.1. Key components of the Discover collaboratory include:

Figure 4.1: Discover architecture
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• Discover Collaborative Portals [27] that provide users with pervasive and

collaborative access to Grid applications, services and resources. Using these

portals, users can discover and allocate resources, configure and launch appli-

cations and services, and monitor, interact with, and steer their execution.

• Discover Middleware Substrate [20, 4] that enables global collaborative

access to multiple, geographically distributed instances of the Discover com-

putational collaboratory, and provides interoperability between Discover and

external Grid services such as those provided by Globus [22].

• DIOS Interactive Object Framework (DIOS) [21] that enables the runtime

monitoring, interaction and computational steering of Grid applications and

services. DIOS enables application objects to be enhanced with sensors and

actuators so that they can be interrogated and controlled.

An overview of the integration of SESAME and DRBAC with Discover is pre-

sented in Figure 4.2. SESAME ensures the users can access, monitor and steer Grid

resources/applications/services only if they have appropriate privileges and capabil-

ities. As Discover portals are pervasive and the Grid environment is dynamic, this

requires dynamic context aware access management. Note that authentication ser-

vices are provided by GSI [9] in our prototype implementation.

In our implementation, users entering the Discover collaboratory using the portal

are assigned a set of roles when they log in. A Role State Machine is then locally set up

for each user, which dynamically adjusts the active role based on events from the local

context agent. Similarly, the Permission State Machines are set up at the application

(or service/resource) for each role that will access it. The Permission State Ma-

chines similarly adjust the active permissions based on events from the local context

agent. The context agents are authorized by the central authority using GSI delega-

tion mechanisms. The access control policy is stored in the policy repository, which
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Figure 4.2: Dynamic access control in discover

is maintained by an Authentication & Authorization Service within Discover Middle-

ware Substrate. Polices are specified in XML and define role/permission assignments

and transitions as illustrated in Figure 4.3. Policies defined for our implementation

include UserPolicy, RoleHierarchyPolicy, RoleAssignmentPolicy, PermissionAssign-

mentPolicy, EventPolicy, RoleTransitionPolicy and PermissionTransitionPolicy.

• UserPolicy - this policy specifies the users that are authorized to access re-

sources,applications and services covered by the policy.

• RoleHierarchyPolicy - this policy specifies the different roles used in Discover

and their relationships to each other.

• RoleAssignmentPolicy - this policy specifies the subset of roles that are assigned

to the users authorized to access resources, applications and services.

• PermissionAssignmentPolicy - this policy specifies the subset of permissions

that are assigned to the roles that are defined in Discover.
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<ROLE_TRANSITION>

<POLICY>

<SUBJECTID>gszhang</SUBJECTID>

<BEGIN_ROLE>Super User</BEGIN_ROLE>

<EVENT>Unsecure Link</EVENT>

<END_ROLE>General User</END_ROLE>

</POLICY>

</ROLE_TRANSITION>

Figure 4.3: Sample RoleTransition policy in XML

• EventPolicy - this policy specifies the context information that will trigger the

transition of the active role or active permission.

• RoleTransitionPolicy - this policy specifies the transition from one role to an-

other role that is triggered by the context information.

• PermissionTransPolicy - this policy specifies the transition from one permission

to another permission that is triggered by the context information.

In our prototype implementation, we assume that a security administrator will

guarantee the correctness of a policy for a object or subject - i.e. SESAME sets up the

Role State Machines and Permission State Machines without considering checking

them for errors or conflicts. There are no inherent constraints on the number of

roles and permissions, or on the relationships betweens the roles or permissions. To

illustrate our implementation, consider a simple example with a single user with three

roles and a Grid resource with three permissions, as shown in Table 4.1 and Table

4.2 respectively. The role and permission hierarchies for this example are shown in

Figure 4.4.
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Table 4.1: Permission assignments for the example.
Role Permissions

Super User P1, P2, P3

Basic User P2, P3

Guest P3

Table 4.2: Permission definition for the example.
Permission Privileges

P1 Steer Object, View Object, Basic
P2 View Object, Basic
P3 Basic

We consider two types of context information in our implementation: (1) Object

context such as a user’s location, time, local resource state and link state, and (2)

Subject context, such as the current load, availability, connectivity for a resource.

Context agents build on existing Grid middleware services. For example object con-

text can be collected using the Context Toolkit [2] and subject context can be obtained

using NWS [26].

4.2 Prototype Operation in Discover

The operation of the prototype is illustrated using a set of simple scenarios. These

scenarios, although somewhat contrived, demonstrate the effectiveness and utility of

the DRBAC model for Grid applications. For each of these scenarios, consider a user

(say N ) equipped with a mobile devices such as a PDA, and involved in collaboration

scientific investigation using Discover. Assume that the user’s environment is part of

the pervasive Grid environment with appropriate middleware services.

Assume that user N logs into the system using her PDA. Based on her credentials,

the Authentication & Authorization service assigns her a set of roles. The Authority

Service also sets up an access control agent on her PDA, which maintains the role

state machine. A DRBAC policy defined to select an appropriate role based on the

level of security of her wireless connection, i.e. her active role is Super User while the
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Figure 4.4: Role and permission hierarchies for the example.

network is secure (e.g. in her laboratory or office) and is Basic User if it is insecure.

The corresponding EventPolicy and RoleTransitionPolicy may be defined as follow:

- EventPolicy - Generate event insecure when N ’s link has no encryption.

- RoleTransitionPolicy - Transit role from Super User to Basic User when event

insecure is generated.

A corresponding permission state machine is maintained on the application side

as shown in Figure 4.5. As seen in the figure each role has its own permission state

machine. The dashed circle represents the current active permission for each role.

A DRBAC policy is defined so that the active permission of the role Super User is

P1 while load is low and P2 when the system load increases above some threshold,

as there is a possibility that the application may get corrupted. The corresponding

EventPolicy and PermissionTransitionPolicy may be defined as follow:

- EventPolicy - Generate event high load when load increases above Threshold.
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- PermissionTransitionPolicy - Transit permission from P1 to P2 when event high-

load is generated.

Figure 4.5: Permission hierarchy for the application

Based on the policies defined above, the following scenarios illustrate the operation

of the SESAME DRBAC model.

• When user N moves out of her laboratory, the context agent will detect (using

middleware context services) that the wireless network no longer has the level

of encryption required and will generate the insecure event. This event will

trigger a transition in the role state machine and downgrade her active role to

Basic user. As a result of this transition, N will not be able to control and

steer applications as she did while in her laboratory. When she reaches her

office where the network is once again secure, the agent will detect this and will

once again make Super User the active role.

• While in her office, N ’s active role is Super User and she can monitor, interact

with and steer applications under normal circumstances (load at the application

server is low). However if the load on the application server increases as more

users join the session, the local agent generates the highload event, which triggers
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a transition in the permission state machine and change from P1 to P2. As a

result Super User will no longer be able to steer the application.

A screen dump from the Discover Portal during these scenarios is illustrated in

Figure 4.6. As shown in this figure, due to the transitions, the portal displays

“You don’t have the permission to access ....”. Note that for these scenarios and the

experiments presented in the following section, context information was simulated.

Figure 4.6: Dynamic access control in discover

In our current implementation of the DRBAC model, the active role of the user and

the active permission of the role change independently. As a result, it is possible that

even though the active role of user has been changed to match the current context, the

user has certain permission(s) based on the previous role. We are currently addressing

this potential consistency issue.
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Chapter 5

Experimental Evaluation

We use the prototype implementation of SESAME in Discover to measure the over-

heads of the DRBAC model. The experiments were conducted on two PC using

PII-200MHZ processors, running Windows NT 4.0, and one PC using PIII-500MHZ

processor, running RedHat Linux 7.2. The machines were connected by a 100 Mb

Ethernet switch. The Discover Middleware was installed on the machines running

Windows NT 4.0, while the Application was installed on the machine running Red-

Hat Linux 7.2. The Discover portal ran on the other machine running Windows NT

4.0. The following factors affect overhead of the DRBAC model.

- The number of roles assigned to the object.

- The frequency of the events (generated by the context agent at the object) that

trigger transitions in the role state machine.

- The number of permissions assigned to each role.

- The frequency of the events (generated by the context agent at the subject)

that trigger transitions in the permission state machine.

In the first set of experiments, we assigned each user 5 roles, and the role with

highest privileges had 5 permissions. The events that triggered transitions in the

role state machine were generated at different time interval. The times required to

generate a request at the Discover Portal and get a response from the Applications,

i.e. the interaction times, for different event frequencies are listed in Table 5.1. The

first row is for the case without DRBAC.
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Table 5.1: Interaction time in ms. for different context event frequencies.
Event frequency Time (ms.)

- 2300
1min 4732
2min 4403
3min 4102
4min 3482
5min 3104

In the second set of experiments, we randomly generate events to trigger transi-

tions in the role state machine and vary the number of roles assigned. The role with

the highest privileges is still assigned 5 permissions. Table 5.2 shows the interaction

times for different number of roles.

Table 5.2: Interaction time in ms. for different number of roles.
Number of Roles Time (ms.)

- 2300
5 2520
6 2608
7 2804
8 2920
9 3004

In the last set of experiments, the user had a state machine with 5 roles and the role

with the highest privileges was set as the active role. Events were randomly generated

at the application server to trigger transitions in the permission state machine. The

number of permissions assigned to the active role was varied. The interaction times

for different number of permissions are listed in Table 5.3.

Table 5.3: Interaction time in ms. for different number of permissions.
Number of Permissions Time (ms.)

- 2300
5 2500
6 2602
7 2698
8 2804
9 2912
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These preliminary results show that in general the overheads of the DRBAC im-

plementation are reasonable. The primary overheads were due to the event generated

by the context agent - the higher the frequency, the larger was the overhead. The

context agent can be implemented as an independent thread and as a result, the

transition overheads at the object and subject are not significant.



35

Chapter 6

Summary and Conclusions

6.1 Discussion

The major strength of our DRBAC model is its ability to make access control decision

dynamically according to the context information. Its dynamic property is particu-

larly useful for the pervasive Grid applications. Obviously, our design will make the

system complex. To successfully implement our model into the real applications,

some issues should be took into consideration:

• As we use the context information as a key player while grant access privilege, we

must guarantee the security of the context information. Compromised context

information will let the system make wrong access control decision.

• In our model, the active role of the user and the active permission of the role

will change dynamically. It is possible that in some situation the active role

of user has been changed but the user has already got certain permission to

access the resource with the old role. We need some mechanism to keep the

consistency.

• To implement dynamic access control in real system, we need utilize some con-

text toolkit to collect the context information of both the user and system. The

overhead of such kind of services should be considered carefully.

• Because the role state machine will run on the user’s equipment(PDA, mobile

phone), the resource consumption of the mobile terminal will increase. however,
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the users generally have 3-10 roles assigned to them when they are involved in

different pervasive Grid applications. To maintain a state machine with 3-10

states has little if any affect on the performance of the user’s equipment compare

with the dramatic increasing power of the mobile device.

• We assume that a central authority will maintain the role hierarchy and per-

mission hierarchy for all the user and resource in the system. This is feasible

for most of current pervasive Grid applications. where the amount of the user

and resource is not huge. To deploy our model into more distributed system,

the scalability issue need to be addressed with certain mechanism.

6.2 Conclusion

In this thesis, we presented the SESAME dynamic context-aware access control mech-

anism for pervasive Grid applications. SESAME complements current authorization

mechanisms to dynamically grant and adapt permissions to users based on their cur-

rent context. The underlying dynamic role based access control (DRBAC) model

extends the classic role based access control (RBAC). A prototype implementation of

SESAME and the DRBAC model within the Discover computational collaboratory

was presented. The feasibility, performance and overheads of SESAME were experi-

mentally evaluated. The results show that the overheads of the model are reasonable

and the model can be effectively used for dynamic context-aware access control for

Grid applications.

6.3 Future Work

In this thesis, we introduced an new access control model, Dynamic Role Based Access

Control(DRBAC), and with an example application,we explain why our model will be

useful to secure the pervasive Grid applications. However, access control alone can
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not provide security, our DRBAC must combine with some feasible authentication

mechanisms to secure the pervasive Grid applications in the real world.

In our approach, we don’t mention delegation, which is proved to be important for

pervasive Grid applications. We note the work of Barka [3] , who gives a framework for

Role-Based Delegation Models. Lalana Kagal [12] described a delegation architecture

for pervasive computing. We will continue work to include delegation into our model.
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Appendix A

Role Based Access Control Models

Figure A.1: Role Based Access Control Model: RBAC0
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Figure A.2: Role Based Access Control Model: RBAC1

Figure A.3: Role Based Access Control Model: RBAC2
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