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ABSTRACT OF THE THESIS
Adaptive QoS Mechanism for Multimedia Applications in Heterogeneous Networks
by ASHISH N. DESAI

Thesis Director:
Professor Manish Parashar

The Internet is a dynamic network of heterogeneous transmisson media with widely
varying bandwidth capacities and latency characteristics. Given the tremendous popularity of the
Internet, Internet traffic has not only increased but also changed in character. New classes of
streaming multimedia applications, such as Video on Demand and IP Telephony, are being
increasingly deployed. Such media rich applications require time bounded processing and
communication. This imposes a need for temporal & spatial guarantees, such as high data
throughput and low latency, from the underlying network. These applications can suffer severe
performance degradation under conditions of unpredictable delays and losses in the network, as is
the case in the Internet today. Consequently runtime Quality of Service (QoS) adaptation is
necessary to enable operation of these applications with acceptable performance in spite of

potentialy insufficient network and end-system resources.

This thesis presents the design, implementation and evaluation of an adaptive QoS
mechanism that enables multimedia applications to perform satisfactorily under constrained
system and network resource availability. We identify packet loss suffered by the application due
to network congestion and processor overload as the crucial parameter affecting application
performance. The adaptive mechanism aims to improve the QoS perceived by the end user, by
optimizing this packet loss through control of the application data transport characteristics. It

performs runtime adaptations using a policy based algorithm. Adaptations investigated include



gradual degradation of media quality and media transformation and are based on user preferences,

client system capabilities, and dynamic network and system state.

An experimental evauation of a Java based implementation of the mechanism is
presented. Our implementation provides integrated server side and client side adaptations for a
smulated streaming multimedia application. It leverages on the real-time transport support
provided by Real-time Transport Protocol (RTP) and real-time feedback support provided by
RTP Control Protocol (RTCP). It supports multiple levels of service by using multiple concurrent
IP multicast sessions for media transfer. Experimental results indicate that such an adaptation
mechanism can significantly improve the performance of networked multimedia applications, if
the policy controlling the mechanism is designed with a proper understanding of the application’s

configuration and requirements.
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Chapter 1

Introduction

1.1 Objective

The objective of this thess is to develop an adaptive QoS mechanism that enables
multimedia applications to perform satisfactorily under constrained system and network resource
availability. The mechanism should be able to perform runtime application level adaptations

assuming only the ubiquitous best effort | P service, i.e., without any network level QoS support.

1.2 Problem Description

The Internet is a network of networks, a mesh of various transmisson media with
remarkable heterogeneity and dynamism in bandwidth capacity and latency characteristics.
Different networks have varying frame sizes requiring additional converson overheads at the
gateways. Furthermore, the networks have different scheduling policies and their
interconnectivity results in multiplexing and demultiplexing of traffic. Network delays are
imminent in such an environment since the Internet traffic is not only increasing in proportion to
available bandwidth, but also changing in character due to emergence of new networked
applications. As a result it is difficult to predict peak available data rates at any region of the

network at a particular time, and consequently over-provisioning is not areadlistic alternative.

Internet Protocol (IP) [2] provides a ‘best effort’ service to applications by routing
packets independently (using unique addressing), and ensures seamless delivery over
heterogeneous networks (using fragmentation and reassembly). It fundamentally advocates
leaving complexity at the edges and keeping the network core smple in line with the ‘end-to-end
argument’ [9]. It depends on higher layers of the protocol stack to satisfy other application

specific data transfer constraints such as reliahility, latency and consistency of data throughput. 1P



has proved to be a robust and scalable solution for traditiona Internet applications such as email,

file transfer and other web applications.

Distributed multimedia applications typically operate in heterogeneous environment such
as the Internet where the network resources and the end-host processing capabilities vary
sgnificantly. Since the states of the network and end host system are dynamic, distributed
applications have to contend with unpredictable resource availability. Additionally, the inherent
dynamic nature of the resource requirements of these applications makes it very difficult to
optimally define the level of service for these applications. Furthermore, achieving contracted
service is not always feasible. Under conditions of unpredictable delays and losses in the network,
these applications can suffer severe performance degradation. For example the unpredictable,
bursty nature of network traffic often creates transient network congestion causing routing delays
and lost packets. The usability of an IP-based telephone service in such an environment is
severely limited by the resultant sub-optimal round-trip times. As a result, supporting streaming
multimedia applications on best effort |P based Internet poses great technical challenges. Key
among these is the need for an uniform application driven integrated multimedia framework that
can hide device and network differences, obtain sysem and network state information and

perform runtime adaptations in the application to provide satisfactory QoS for the end user.

1.3 Background

The tremendous popularity of the Internet has led to the emergence of a new generation
of applications with widely varying characteristics and requirements. An important class among
these is distributed multimedia applications, which have high commercia potentia. Video
Conferencing, Video-on-Demand and IP telephony are a few of these applications. Deploying
these applications on the Internet presents many technical challenges and has evoked much
research interest. Traditionally high bandwidth applications, such as Video-on-Demand (VoD)

requiring transmission of rea-time high quality video signals, are inhibited by the bandwidth



limitation on ‘the last mile’. This is due to low speed connections used by the end user to connect
to Internet Service Providers (ISP). However technologies such as cable modem and digital
subscriber line (DSL) have removed this hurdle and made such applications feasible on the

Internet.

Distributed multimedia applications have time bounded processing and communication
requirements, primarily due to the coding and compression techniques involved, impose temporal
dependencies on media. Playback procedures typically involve reproduction of multiple media in
a tightly synchronized manner. This requires temporal and spatial guarantees from the underlying
network. However these applications exhibit a common characteristic that they operate
satisfactorily in less than ideal situations by allowing for a tradeoff between certain service
requirements. For example one approach taken to leverage this property is to employ low bit rate
media coding techniques with standard Internet transport protocols. However, this does not cater
to the time varying nature of the communication channel. Furthermore, it does not take care of
possible degradation in network performance due to potentially misbehaving sources. An
aternative approach is to design new transport protocols and use standard media coding
algorithms. But these techniques cannot utilize the strengths of various coding techniques, such as
compression efficiency and robustness to transmission errors optimally. Hence, to enable
operation of these applications with acceptable performance despite insufficient network and end-

system resources, runtime adaptation of service is necessary.

1.4 Adaptive QoS

Quality of Service (QoS) can be broadly defined as the degree of satisfaction of the end
user’s requirements. For distributed multimedia applications it can be interpreted as satisfying the
application’s system and network resource requirements. Active QoS management over the best
effort 1P is vital for ensuring some level of quantitative or qualitative determinism in the service

provided by the Internet. Note that any QoS assurance is only as good as the weakest link in the



“chain” between sender and receiver. So QoS is fundamentally an end-to-end issue implying that
QoS assurances have to be configurable, predictable and maintainable from source to destination.
This means that it should be relevant over al architectura layers from source media devices
down through source protocol stack, across each network element and finally up through the
receiver protocol stack to playback devices. Consequently the issue of QoS can be addressed at

different levels of the network protocol stack such as:
User level by specifying qualitatively/quantitatively user perceivable service parameters.

Application level by ensuring that the application adapts according to the network and system

resource availability.

Network level by defining traffic models, classification of service disciplines, and resource
reservation on a per-flow or flow aggregate basis, to ensure that the application’s resource

requirement is met.

Presently considerable research effort is directed in handling QoS at the network,
application and middleware level. Some of the promising approaches are discussed in the chapter
on related work. Adaptive QoS uses runtime adaptations to maintain an optimum QoS under
existing resource constraints and can play an important role. The adaptation mechanism however
should be sendtive to the needs of the application and should possess knowledge about the
network and system resources for maintaining end-to-end QoS for the application. Some guiding

principles [10] for designing an adaptive QoS framework are:

Formulate QoS specifications to capture application level QoS requirements and management
policies. The specifications can be used to configure and maintain QoS mechanisms resident

in end-system and network.

Define QoS configurable interfaces to formalize QoS in the end-system & network, thereby

integrating QoS control and management mechanisms in the elements.



1.5 Overview of Thess

This thesis presents an application level QoS management mechanism for distributed
multimedia applications. The QoS management mechanism is based on the argument that QoS is
ultimately decided by the degree to which the resource requirements of the application are met.
At any point of time an application knows its dynamic resource requirements and optimum
tradeoffs the best. Hence mechanisms operating at the application level have the potential of
being most effective. Furthermore such mechanisms can be implemented over the ubiquitous IP

and they can readily leverage any QoS support available at the network and transport level.

In the policy based adaptive QoS mechanism presented in this thesis each of the client
systems is guided by a resource management policy that captures degree of QoS adaptation
tolerated by the application and the actions to be taken in case of violation. The policy also
defines the adaptations in the service provided to the application in response to variations in
resource availability and/or application requirement, and is configurable at each of the interacting
elements to support deployment in a heterogeneous environment. The adaptive QoS mechanism
resdent at the client utilizes the knowledge of the local system and network requirements of the

application to make optimum tradeoffs in the service parameters.

QoS adaptations investigated in this thesis are based on user preferences, system
capabilities and dynamic network and system state. Adaptations may be receiver sde or sender
side. In receiver side adaptations clients acting as receivers, adapt the application characteristics
locally in response to changes in the local system and network resource availability and the
dtatistical transmission information of the remote sender client. In sender side adaptations the
source adapts the transmission characteristics based on application state and statistical reception
information of the remote receiver clients. Note that the server and client sde adaptations are
complementary as shown by the experimental results. Adaptations implemented include gradual

degradation of media quality and media transformation.



Adaptation by gradual degradation: The application gradually degrades its service level to
match current preferences and network/system state and capabilities. For example, consider a
shared image viewing application illustrated in Figure 1. Using progressive image encoding
(based on an algorithm developed by P. Meer et. al., CAIP, Rutgers University) each client
can view image at different resolutions (and compression ratios), based on current

system/network state.

Information Transformation: Here, the application media type is transformed based on local
client preference and capabilities. For example, in the shared image viewing application, if a
particular client is visually impaired or is unable to view the image due to excessive packet
loss or system resource limitations, the image can be transformed in an alternative medium,

e.g. text or speech in this case, and can be presented to the client.

o visual IMAGE progressive image
UNDERSTANMDING roran
data MODULE interpretation
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‘ information p il
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Figurel Progressive Image Encoding and Information Transformation (P. Meer et. al.)

A Real-time Transport Protocol (RTP) [4] based architecture is defined to enhance the
transport functiondity of the User Datagram Protocol (UDP) [1] for better real-time support. It
uses RTP Control Protocol (RTCP) [4] to obtain real-time feedback about transmission/reception
state of clients. The performance of such a framework depends on accurate and timely assessment
of resources availability. The architecture integrates server side and client side adaptations for a
smulated streaming multimedia application. It supports multiple levels of service for the

application by using multiple concurrent |P multicast sessions for media transfer. An



experimental evaluation demonstrates that an adaptive QoS mechanism can significantly improve
the performance of distributed multimedia applications in the Internet by enforcing runtime
application level adaptations guided by resource management policies defined with a proper

understanding of the application’s configuration and requirements.

1.6 Contributions

The main contributions of thisthesis are:

Distributed application level adaptive QoS mechanism for a better QoS to end users of

multimedia applications in heterogeneous environments

Integration of a policy based scheme with the standard RTP and RTCP based real time data

transport and feedback mechanism for streaming multimedia applications.

Experimental study of loss based adaptations for streaming applications.

0 Innovative evaluation of an application’s network resource utilization efficiency.

1.7 Outlineof Thess
Chapter 2 details the approach pursued to provide QoS to applications assuming only the
best effort IP service from the network. It discusses the relative merits of the approach and

evaluates it by contrasting against alternate approaches.

Chapter 3 presents related work that discusses various approaches adopted by the
research community, and identifies different issues being addressed by various research groups to

provide Quality of Service for distributed multimedia applications over heterogeneous networks.

Chapter 4 outlines the design and implementation of the adaptive QoS mechanism. A
modular approach is followed to facilitate adding functionality to the mechanism in a phased

manner. Responsibilities of the different modules and their interactions are specified.



Chapter 5 describes the experimentation setup and a smulation based evaluation of the
adaptive mechanism. The assumptions made for the simulation setup are noted and the results are

plotted. The deductions from results obtained are discussed.

Chapter 6 summarizes the research work and discusses directions for future work.



Chapter 2

QoS M anagement for M ultimedia Applications
This chapter presents a discussion on the possible approaches in QoS management for
multimedia applications. The approaches are classified as reservation based and adaptation based

schemes and the proposed adaptation based scheme is introduced.

2.1 Reservation Based Schemes

Reservation based schemes perform resource management to offer guaranteed service
and ensure optimal resource utilization. This is generally done by alocating resources on request
and policing application’s data transport to ensure resource alocations are not exceeded. A
typical resource management scheme incorporates admission control agorithms, reservation
protocols, monitoring protocols, and signaling mechanisms. It encompasses process management,
memory management, queuing agorithms, traffic shaping and error control agorithms. Resource
management can be done at three levels - application, system and network. The quality of service
achieved by a multimedia application depends on source/player characteristics, transmission
characteristics, media synchronization etc. The system state is determined by communication and
operating system parameters such as bits per sec, error rate, processing time and data unit size.
The network state is defined by inter-arrival time, latency, bandwidth, jitter; traffic parameters

peak datarate and burst length.

From an implementation perspective a standard parameterization alows for flexibility
and customization of resource reservations for similar applications. Parameter values determine
type of service. Deterministic or statistically bound parameter values imply guaranteed services
where as parameter values estimated from past behavior are used to provide *better than best-
effort’ service guarantees. QoS requested is initially defined by the application parameters. The

resource manager trandates these parameters using bi-directional trandations. The parameters are



then distributed and negotiated to perform admission and actual reservation. Negotiations are of
two types, peer-to-peer and layer-to-layer in the protocol stack. Resource admission test, resource
schedulahility test for sharing, and spatial test for buffer allocation are performed according to a

cost function. Finally resources are reserved and allocated in an exclusive or shared manner.

Reservation can be sender initiated or receiver initiated, depending on the direction in
which the reservation actually takes place. Sender initiated reservations are done based on the
resource requirements of the application. Receiver initiated reservations can take into account the
state and preferences of the client in addition to the application’s resource requirement. Hence if
different levels of services are supported, receiver initiated reservation can perform better.
Furthermore if soft reservations requiring periodic refresh are made, the receiver initiated
approach is a more scalable solution. Receiver initiated reservations aso obviate the need to
maintain per client state at the server. However they involve more signaling and require
extensve support form the network level at the intermediate nodes. Reservation can be
pessimistic e.g. peak-rate multiplexing or optimistic e.g. datistical multiplexing. Pessimistic
reservations provide guaranteed QoS and avoid resource conflicts by alowing for the worst case.
However they often lead to underutilization of resources. Optimistic reservations provide high
utilization of resources, but overload situations may result in reservation failure and monitor
functions may be required to resolve resource conflicts. Reservations can be made with
immediate effect, i.e. immediate reservation, or can be effective at a future time, i.e. advanced
reservation. Reservation can be performed using a centralized approach with a central reservation
server or a distributed approach using reservation brokers. Resource de-allocation can be explicit,
performed by the sender, receiver or monitor, or can be implicit using soft states and requiring

periodic refresh.

10



2.2 Adaptation Based Schemes

An adaptation based scheme provides mechanisms for performing run time adaptations to
match the application resource requirement with the resource availability. It can be implemented
a the network, system or application level. At the network and system level, resource usage is
actively monitored and adaptive resource reallocation is performed to maximize utilization. This
thesis presents a purely application level adaptation approach with no assumption of any QoS
support from the network. However the adaptation mechanism can leverage any QoS support

available in any of the above mentioned levels.

Adaptive QoS management approaches can also help multimedia applications to be fair
to other applications competing for the limited available resources. Generally multimedia
applications use UDP, which lacks any congestion control mechanism and can severely overload
the network resulting in bandwidth starved TCP based applications. However adaptation
mechanisms can enable the distributed multimedia application to be senstive and responsive to
network congestion. Feedback is an integral part of an adaptation mechanism and feedback rate is
an important scaling consideration. If the feedback rate is fixed, the feedback traffic will
obvioudy increase unbounded with the number of clients that connect to the application. It is
generally desirable to specify a limit on the feedback traffic as a small percentage of actua
application traffic. In our scheme, RTP Control Protocol (RTCP) scaling mechanism decreases
the rate proportionaly with the increase in multicast group size to keep the RTCP control traffic

in check.

Figure 2 shows the heterogeneity existing in the Internet. Application level adaptations
for multimedia applications can be performed at the server, client or an intermediate transcoder
proxy as shown in the figure. The adaptive QoS approach proposed in this thesis implements

integrated server and client based adaptation. As discussed below, there are several advantages

11



for both of these adaptations and they complement each other very well. The mechanism can be

further enhanced by incorporating transcoder based adaptations.

==l . .
e >  Multimedia

umm Server

(Server side
adaptations)

Wired Client

Base Station

Wired Client (Transcoder based

adaptations)

(Client side adaptations) Wireless Client

Figure2  Application Level QoS Adaptations for Multimedia Applications in the Internet

221 Sender Based Adaptation

A sender can adapt the transmission of application data according to service available
from the network. Various feedback schemes can be used to gauge the network state. Buffer
based adaptations measure network state based on the occupancy of the transmit buffer. The goal
is to maintain the buffer occupancy at a predetermined level. Loss based adaptations use feedback
about losses suffered by receivers to indicate the network state. In this case receivers have to
periodically transmit their reception state to the sender. Since different receivers may experience
widely different degrees of congestion during a multicast session over a heterogeneous network,
sender has to devise a mechanism to decide on the levels of service to provide so as to optimize

the application’s performance.

12



2.2.2 Receiver Based Adaptation

Receiver side adaptations are based on the encoding and transmission techniques adopted
by the sender. Layered encoding with a layered transmission scheme at the sender can be used to
enable recelver sde adaptations. Layered transmission is implemented by sending each encoded
layer to a separate multicast group. Receiver selects appropriate transmission quality by
subscribing to certain number of multicast groups. An dternative approach to layered encoding is
encoding and transmitting multiple copies of data on separate multicast channels, each
independently providing a different level of service. Receiver selects appropriate transmission
quality by subscribing to corresponding multicast group. Thus the receiver adapts by
independently tuning to a transmitted service level that best fits its need, capabilities and resource
availability. The granularity of adaptation is predetermined by the granularity of layered
encoding. Layered encoding involves complex encoding agorithms. Although, in most cases
encoding can be done off-line, synchronization between decoded streams at the receiver for
playback adds to the overal delay. Delay in switching between levels is aso a crucia parameter
since very short delays can cause oscillations while large delays can result in sub-optimal
application performance. Additionaly layered transmission can be prioritized such that the base
layer has highest priority and subsequently higher layers have decreasing priorities, this enables a
better network support for the application. These priorities however, have to be supported from

end-to-end in the network.

2.2.3 Transcoder Based Adaptation

In transcoder based adaptation the transcoder acts as a proxy gateway for clients with
similar network or device constraints. Such gateways are placed at appropriate locations, e.g.
between bordering heterogeneous networks, to deiver different levels of service to network
regions with different characteristics. The client connects to the application through the gateway,

which then makes requests to the server on behalf of the client. The proxy intercepts the reply

13



from the server, decides on and performs the adaptation, and then forwards the transformed
content back to the client. The transcoder can convert the received media coding, for e.g., from
high bit-rate to low bit-rate coding. Alternatively it can invoke a server like adaptive rate control
algorithm in response to receiver feedback. Since the deployment of this scheme is at
intermediate nodes in the network this adaptation is more difficult to implement and coordinate.
A transcoder based architecture makes it easy to place adaptation geographically close to the
clients with no modification to existing clients and servers. However since a proxy would
potentially handle the content from many servers with widely varying characteristics, it is
difficult to determine which modification is most appropriate for each content type. Also for
secured or proprietarily encoded content such as Real Networks streaming media, deploying a
transcoder will involve coordinating with the service or content provider in order to access the

content for performing adaptation.

Client side adaptations provides a truly distributed solution for managing heterogeneity
since al clients can locally decide and employ adaptations most appropriate to them without
affecting other clients in the session. Since the adaptation overheads are incurred at the client end,
rather than the server, this provides a more scalable solution. Application level adaptations, such
as content adaptation, are easier to implement at the client side as they can be closely integrated
into the application playback procedures. The most up-to-date information about the client system
and network state is available at the client and hence on the fly adaptations can be very effective
and can be enforced in an isolated manner without affecting the performance of the distributed
application. However adaptations that can benefit a group of clients subscribed to the session can
be more efficiently implemented at the server or proxy side. Furthermore al of the clients may
not be able to implement the content adaptation techniques due to processor and memory resource

constraints, and would rather want the server or proxy to perform the adaptations. Finally the

14



granularity of client side adaptations is dictated by the encoding and transmission techniques

employed by the server.

The objective of this thess is to develop an adaptive QoS mechanism to enhance the
performance of multimedia applications over heterogeneous networks and client systems with
limited resource availability. An application level adaptive QoS approach is proposed as an
efficient, scalable and effective solution. The key contribution of this approach is integration of a
distributed client-server policy based adaptation scheme with the standard RTP and RTCP based

real time data transport and feedback mechanism for streaming multimedia applications.
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Chapter 3

Related Work

Providing service guarantees to multimedia applications has evoked much research
interest and many different approaches have been proposed. The approaches can be broadly
divided into network level protocols, reservation based schemes, adaptation based schemes and
optimization schemes proposed to enhance QoS support. Network level protocols provide QoS
support by interpreting the application’s requirements in terms of network parameters and
enhancing the network switches to service application flows or flow aggregates according to the
assigned service levels. Reservation based schemes reserve network/system resources based on
the application’s requirements and are typically accompanied by admission control schemes to
check if the application’s request can be serviced with the existing resource availability.
Adaptation based schemes utilize the adaptive behavior of applications that do not require hard
service guarantees, to provide them with a better than best effort service by performing
application aware active resource management with runtime adaptations. Various optimization
schemes propose techniques for monitoring, integrating application processing with data transport
and embedding QoS state information in application data to achieve a better performance for

applications requiring service guarantees.

3.1 Network Protocolswith QoS Support

The Internet Engineering Task Force (IETF) has addressed the issues in building a QoS
support infrastructure to be deployed over IP on the Internet. Several working groups have
proposed many promising aternatives, however consdering the scale and the growing
heterogeneity of the Internet, a single solution is still elusve. The most prominent of the

proposals are discussed here.
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3.1.1 Integrated Services

The Integrated Services (Resource Reservation) approaches reserve network resources
for individual application flows based on explicit resource requests. This mechanism, as
implemented in Resource Reservation Protocol (RSVP) [5], provides hard service guarantees,
high granularity of resource allocation and a detailed feedback mechanism. It involves an explicit
reservation setup and teardown phase. In the setup phase, a “ PATH” message, carrying traffic
specification, is sent by sender to receiver and is used to establish a “ path-state” at intermediate
RSVP enabled routers. A reciprocal “RESV” message, carrying flow descriptor (request
specification and filter specification), is sent by receiver to sender and is used by routers to
reserve resources. RSVP uses a token-bucket mode for traffic shaping to characterize its
input/output queuing algorithm. Soft reservations requiring periodic refresh are made in each
router. Reservations are receiver-based to handle heterogeneous multicast receiver groups. In a
multicast scenario, reservations are merged at traffic replication points. This mechanism is highly
complex involving elaborate signaling mechanisms, and imposes considerable overheads on
applications and network elements. In principle this is a significant deviation from the highly
successful and scalable best effort 1P. Furthermore, non-RSVP routers in traffic path can be weak
links degrading QoS provided. Consequently this mechanism is ill-suited for some applications,
specially those that provide scope for adaptahility in the resource requirements, and can operate

more efficiently with mechanisms providing a simpler and less fine tuned QoS support.

3.1.2 Differentiated Services

Differentiated Services (diffserv) [6] classifies the network traffic and alocates the
network resources to flow aggregates based on a management policy. Service classes are created
with different QoS guarantees and flows are assigned these classes. In the differentiated services
domain, Service Level Agreements (SLA) are setup between adjacent networks. SLA establishes

policy criteria, and defines the traffic profile to be adhered by independently managed domains.
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Bandwidth Brokers (BB) are identified in each diffserv domain to manage and negotiate network
resources based on SLAs. Traffic is policed and smoothed at network egress points according to
the SLA. Per-Hop Behaviors (PHB) are applied by the traffic conditioner to traffic at a network
ingress point according to pre-determined policy criteria. This mechanism provides a
comparatively smple and coarse mechanism for QoS support. It exhibits greater flexibility and is
able to allocate resources efficiently while till providing service guarantees. Consequently this
approach is well suited for providing network level adaptive QoS support to distributed

applications operating in heterogeneous networks.

3.1.3 Multi Protocol Label Snitching

Multi Protocol Label Switching (MPLYS) [8] is a traffic engineering protocol that provides
resource management for flow aggregates via network routing control according to fixed length
‘labels’ in packet headers. Like Differentiated Services it marks traffic at the ingress network
boundary, and un-marks it at egress points. The MPLS-enabled router, Label Switching Router
(LSR), routes efficiently, using the fixed length label to determine the next hop. Distribution and
management of labels among MPLS routers is done using a complex agorithm, Label
Distribution Protocol (LDP), to ensure the various labels have a uniform meaning. MPLS is a
protocol independent mechanism resident in network level switches with no application control.
Hence higher layer QoS protocols such as Differentiated services can readily leverage on the

management support provided by MPLS.

3.1.4 Support Services

Support services such as Policy Management, Accounting/Billing are also essentia to the
success of the deployment of QoS protocols. For example managing peering arrangements
between various Internet Service Providers (1SPs) is important. Common Open Policy Service

(COPS) [7] has been proposed for distributed policy management. COPS can also be used for
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dynamic inter-domain policy exchange. Bandwidth Brokers can be third parties that manage

SLAs and hilling and accounting for various | SPs and enterprises.

3.2 Reservation Based Schemes

Intuitively, the most straightforward method for assuring service guarantees is to reserve
resources according to an application’s request. However, reservation based schemes entall
admission control agorithms, reservation protocols, monitoring protocols, and signaling
mechanisms. They are generaly complex and require extensive network support. This affects
their scalability and robustness and makes it difficult to deploy them on a large scale in the
Internet. Nonetheless a number of innovative approaches have been proposed that can provide
solutions to some pertinent technical problems towards the larger goa of supporting QoS in the

Internet.

A Resource Broker model is presented in [15] as an enhancement to a user level Dynamic
Soft Real Time (DSRT) CPU scheduler. The resource broker integrates reservation mechanisms
for advanced or immediate reservations within the scheduler. The resource broker is responsible
for the processing of brokerage requests (reservation, modification, alocation, release) and for
the actual alocation. It maintains reservation state in a reserve graph, implemented as a multilevel
two dimensiona array, in coordination with a reservation server. Modification requests are
serviced by releasing resources or performing admission control to grant additional resources and
are accompanied by appropriate updates to the reservation graph. It is shown that the resource
broker enhances DSRT performance by achieving fast and constant response time for all
brokerage requests of DSRT. The speedup is obtained by separating scheduling work from

brokerage to eliminate brokerage delays due to processing of scheduling events.

A multi-resource reservation agorithm [16] utilizes the resource broker model for an
integrated approach to reserving and scheduling the resources with low resource contention. It

adopts a component-based approach with Resource Brokers, QoSProxies and service components
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as the main entities. The end-to-end QoS provided to the client is determined by the service
quality achieved by each individua service component. Input and output qualities of each service
component are represented as vectors of multiple QoS parameters. A dependency graph is
generated with service components as its nodes and their inter-dependencies as its edges. The
algorithm computes a resource reservation plan to reserve a minimum amount of bottleneck
resources, i.e. resources with maximum conflicting requests, while deciding appropriate levels of
input and output qudlity for each service component. Simulations with uniform and varying
average request arrival rates indicated that the proposed algorithm works better, in terms of

reservation success rate than a random reservation path selection agorithm.

An adaptive resource adlocation (ARA) mode [20] [22] is proposed to describe an
application’s adaptation capabilities and the runtime variation of its resource needs. Applications
are structured as multiple interacting components with either sequential or parallel tasks.
Processing is represented by a communication graph of a fixed set of components, with fixed
precedence congtraints. An application is modeled using a resource usage model that defines
computation and communication needs, and an adaptation model that defines acceptable
configurations and adaptation overheads. ARA is a middleware component that mediates between
resource providers and clients to provide reservation based services. Performance is determined
by allocation correctness and the latency of the decision mechanism. It is reported that ARA
mechanisms benefit if the application characteristics and its current state is considered for
detection and dlocation decision. To capture the adaptation model of complex applications, a
hierarchical adaptation model [22] is used which describes an application as hierarchical entities
on top of its functional components. However for this mechanism to work detailed information
about each application’s adaptation capabilities is required. The decision overhead can cause a

significant delay in the application reaching a steady state performance. Also per request
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invocation of all concerned service components affected by a particular reservation alocation can

be result in large overheads especially during adaptations.

An intelligent network architecture based on service brokers [27] attempts to provide
application oriented reservations. Service brokers perform resource discovery and optimization of
resource usage using application domain knowledge. An application oriented signaling protocol
that handles the complete set of flow of an application is proposed for actual resource allocation.
A hierarchical brokerage and resource management structure is suggested to handle resource

alocation and sharing.

3.3 Adaptation Based Schemes

An dternative approach to reservation based schemes is to enable an application to
perform satisfactorily given the existing resource constraints. Such a scheme is feasible only for
applications that provide for adaptations such as multimedia applications. An adaptation can be
complex, however since the complexity is generaly at the middleware or application level at the
end-hosts, the scalability of the approach is not adversely affected. Furthermore since it does not
require network level support it can be deployed without considerable difficulty. However

adaptation schemes can seldom provide hard service guarantees.

The Task Control Modd [13] is a middleware layer of software components with
trandation mechanisms and applies control theoretical approaches. It monitors network traffic, as
well as the resource and QoS demand dynamics at the end systems, and utilizes the measured
samples for adaptations. It also quantitatively analyzes the stability and responsiveness properties
of adaptive agorithms. This approach alows for globa control of multiple concurrent
applications, enabling coordination and resolution of conflicting resource requirements. It
facilitates implementation of theoretical algorithms with strictly proved stability, fairness and
adaptation agility properties. However the approach is not a very scalable solution due to its

inherent centralization of control since the overheads of adaptation for al concurrent applications
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add up. Furthermore the mechanism has to be comprehensive enough to cater to constantly
evolving applications, while at the same time be light-weight given the limited resource
availability. The utility of this model was demonstrated using a distributed visual tracking
application. The adaptation model was able to maintain high precision tracking by trading off the
image frame size. Without adaptation howeve, when the network throughput degrades to a certain

degree, errors accumulate rapidly causing the tracking to lose the object.

COMM™ [19] is a communication infrastructure for on-line adaptation of a protocol’s
resource usage according to application requirements and resource availability. A software
implementation offering resource management mechanisms necessary for dynamic configuration
is evaluated. The issue of estimating runtime resource usage of complex applications with
numerous communication streams is addressed. Different communication configurations were
tested under varying load & resource condition to establish that no single configuration can
provide for ‘the best’ performance under variable application requirements. Auto-configuration
can lead to improved processing and network resource utilization as compared to user-specified
configurations and connection-time configurations. Furthermore better compliance to specific

application needs can be achieved by using customized configuration algorithms.

An end-to-end communication layer [24] [25] is proposed for service adaptation in the
context of a single data stream. This layer configures the communication protocol based on
application resource requirement and the network resource availability. The communication layer
utilizes a “payoff based” technique for evaluating benefits of various tradeoffs to the application
to select a communication configuration that is suitable for the current state of application. Payoff
functions are designed to enables application to place a quantitative value on communication
parameters relative to the costs incurred to satisfy the parameters. Hence application requirements
are characterized by payoff curves while the network behavior is characterized by load-

loss/service availability curves. Given these inputs, the communication layer is able to perform
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adaptations to optimize resource usage and the total payoff achieved by the application.
Experiments conducted for a virtua environment application indicated that payoff based
adaptation is able to achieve a higher aggregate payoff than a static configuration by performing

tradeoffs between reliability and transfer rate.

Network aware applications require feedback about resource availability, which can be
achieved implicitly or explicitly. Implicit feedback is periodic and provides for incremental
feedback. It can be sometimes difficult to interpret. Explicit feedback can be periodic or event-
driven. However since explicit feedback requires network support, it can be used to complement
implicit feedback for QoS adaptations decisons. A layered architecture with an adaptation layer
for implementing the implicit feedback is proposed in [28] for developing a network aware
architecture. The adaptation layer has a unified APl for application level, transport level and

network level feedback mechanisms for network service quality feedback.

Three adaptation strategies, Model based, Performance based and Feature based, are
studied in [30] for network aware applications. In Model based adaptation, an application models
its performance as a function of parameters characterizing its runtime environment. Performance
based adaptation involves monitoring of application performance to trigger adaptation. In Feature
based adaptation a particular critical feature of application is monitored for adaptation decisions.
Model based adaptations rely on explicit feedback from network while both performance and
feature-based adaptations work well with implicit feedback. Feature based adaptations are easier
to implements since probing for multiple parameters is not required. However it is difficult to
identify a feature to represent application state. Comparison between these adaptation models
indicates that performance and feature based adaptations are similar with medium to high
robustness, medium to high adaptation delay and suited for local incremental adaptations. Model
based adaptations on the other hand have low robustness, low adaptation delay and are better

suited for local/remote coarser adaptations.
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In [35] [36], S. Bhatti et a. discuss a network model that allows application flow state
and network QoS to interact. The mode produces reports in the form of QoS summaries
indicating which flow-states are currently supportable by the network. This compatibility between
application’s flow-states and the network QoS, can be used by applications to make adaptation
decisons. The adaptation is based on relative rather than absolute compatibility using state
compatibility values (SCV), thereby opting for best fit rather than trying to achieve a particular
QoS level. An application adaptation function evaluates suitability of a QoS state based on SCV.
This approach means that application need not totally rely on the user to set correct preferences
and can utilize compatibility values to adapt. However the large number of possible parameters of
which only a small dynamic subset of which is relevant to an application, requires the production

of customized reports to provide relevant information to application with minimum overhead.

In [44] F. Chang et a. present an application-independent adaptation framework with a
tunability interface and a virtual execution environment. The tunability interface exposes
adaptation choices as application configurations while encapsulating core application
functionality. The virtual execution environment emulates application execution under diverse
resource availability enabling off-line collection of information about resulting behavior. It tries
to aleviate the burden on application developers of providing explicit specification of both
resource-utilization profiles and application adaptation behaviors. The tunability interface is
exposed using language-level annotations that alow a preprocessor to generate monitoring and
steering agents. The virtual execution environment is implemented using APl interception that
emulates different availability of system resources by continuously monitoring and controlling
application requests for system resources. The active visualization application, a client-server
application for interactive image viewing, is used to test the framework. Control parameters
exported by the tunability interface were image resolution, image sSize and compression

technique. Performance of framework was evaluated using transmission time and response time.
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The advantage of this approach is that application developers are required only to expose the
adaptation structure of the application using the tunability interface. The execution system obtains
application behavior profiles using the virtual execution environment, and incorporates them into

adaptation decisions at run time.

3.4 Other Optimization Schemes

Severa optimization schemes have been proposed to enhance the Internet infrastructure
for better QoS support. Such schemes involve monitoring tools for getting the network and
system resource state in real time, integrating media encoding and transport for better adaptability

support, considering QoS state information for routing decisions etc.

In [14] K Nahrstedt et a. propose an integrated data compression agorithm with a
transmisson protocol to transport the compressed stream. This integrated approach tries to
address the mismatch between properties of encoder/decoders and trangport protocols. It
dynamically tracks the channel state and feeds the encoder with inputs on the channel state. The
suggestions include modification to TCP/IP for delay-constrained traffic, loss tolerant algorithm
for compressing video data and rate control algorithm for binding the coder and transport.
Modifications to TCP proposed include elimination of retransmission, using partial ACKs and
using RTP headers for time stamping and sequencing packets. The ability of the controller to
track changes in channel states and the quality of video signals delivered alows it to utilize the

Internet bandwidth intelligently to transfer higher quality of video signals.

A hierarchical QoS routing agorithm has been proposed in [17]. This work deals with
QoS state aggregation, representation and end-to-end routing based on this information. The
concept of scalable hierarchical routing with inter-domain and intra-domain routing is enhanced
for QoS support using a delay bandwidth plane. This plane is divided into areas reflecting the
difference in admissibility. Routing is done based on ticket-based probing (TBP). The algorithm

is compared with flooding (FD) and shortest path (SP) algorithm and is found to perform better
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than SP but worse than FD in terms of success ratio with respect to bandwidth and delay.

However TBP is able to keep the number of ticket probesto a much lower level than FD.

A generic application component model proposed in [18] splits the QoS management into
resource management and service management. QoS specifications in the form of application
configurations are trandated using a QoS compiler and embedded into the middleware running at
each host. The middleware performs adaptations in application configuration with different
granularities for maintaining QoS. The middleware system has to interact with underlying OS and

network QoS support to provide QoS support.

The Interactivity Layer Infrastructure (IL1) [21] is proposed to support applications such
as a distributed laboratory with frequent dynamic client arrivals and departures and variable end
user needs. It adapts to changes in the behavior of the computational instruments and end users
across a shared and dynamically changing set of computational nodes and networks. ILI models
applications as sets of tasks communicating via events. The flow of events from task to task
represents task linkages and forms a task linkage graph. Workgroups, i.e. sets of linked tasks, are
mapped to computational units such that QoS specifications are met. Task to workgroup
assignments are constructed dynamically and reassigned as task linkage graphs change. ILI's
online adaptation heuristics are applied cyclicaly in three phases, detect state to monitor for QoS
congtraint violations, predict next state to determine appropriate reconfiguration if necessary and
shift state to implement reconfiguration. Configuration attempts to achieve load balancing by
maintaining event rates in accordance to QoS specifications. The task reassignment during

reconfiguration has to be done carefully sinceiif it is done too often it can lead to thrashing.

Remos [29] [31] [33] is a query-based interface for network aware applications to gan
information about the execution environment. It provides statistical reliability and variability
measures to add system awareness to application. Remos supports flow based queries and queries

about network topology. It categorizes applications based on flow characteristics into fixed flows,
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variable related flows and independent flows for resource sharing. It provides a portable interface
for network resource monitoring across different network architectures to support explicit
feedback to network aware applications. A hierarchical SNMP based data collector [33] is
proposed for collecting raw network information to be used by Remos. A master collector breaks
the application query, distributes it to data collectors on relevant sub-nets and aggregates the
information to provide a network independent resource information access to applications. This
collector is able to extract information more concisely, but comes with an overhead on the routers
and limits the scalability of this approach. Further, relatively high latencies of SNMP queries
might limit the use of information for some real-time applications. However developing a
uniform API for a variety of diverse applications on heterogeneous network environments and
protocols, al of which are constantly evolving, raises many technical challenges, only a subset of

which can be redlistically handled by such an interface.

In [34] [37], A. Watson et al. discuss methods to determine perceived QoS in multimedia
conferencing applications. The complex relation between perceived quality and quantifiable
parameters is analyzed at different packet loss rates, and various parameters affecting perceived
quality are studied. Intelligibility and frame rate are identified as the biggest determinant in
perceived speech and video quality respectively. It is further observed that both these parameters
are closely related to packet loss rate. However this study is conducted by comparing a particular
coding technique against packet repetition mechanism, and it has to be validated by conducting

experiments with different speech encodings with a variation in material and loss patterns.

In [45], K Nagao et a. presents a semantic transcoding technique based on externa
annotations for content adaptations according to user preferences. Typically user profiles are
insufficient for transcoders to recognize and modify fundamental document features. Annotating
Web data usng XML formatting can provide transcoders with necessary and sufficient

information to perform efficiently. Three approaches for annotating documents, linguistic,
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commentary and multimedia, are proposed. Linguistic annotation is to make text in web page
understandable using a new tag set. Commentary annotation annotates nontextua elements like
images and sound with additional information such as tagged text. Multimedia annotation refers
to annotation techniques for multimedia data such as text summarization of video. A transcoding
proxy interacts between the web server and annotation server for servicing a client request. It is
responsible for maintaining user preferences, gathering and managing annotation data and

activating and integrating transcoders.

3.5 Discussion

This chapter discussed in detail various approaches proposed to address the issue of
providing Quality of Service support to multimedia applications in the Internet. The scale and
heterogeneity of the Internet makes it difficult to deploy network level protocols for end-to-end
QoS support. Furthermore, most of the proposed network protocols have their strengths and
weaknesses and are best suited in specific application domains. However network level QoS
support is vital for providing hard service guarantees for distributed applications. This implies
that these protocols will in al probability coexist. Arriving at a standard scheme for their
interoperability though is proving to be a painfully sow process. Reservation based schemes
typically assume some form of network support and utilize application information to develop
resource reservation algorithms. However due to the vast number of issues involved in admission
control, signaling, coordinated resource alocation and de-alocation, resolving reservation
conflicts, these schemes become unwieldy and prove to be an overkill for most applications that
do not require hard service guarantees. Hence reservation based schemes are suited for mission
critical applications and will have a limited deployment in the Internet. Adaptation based schemes
utilize the adaptive behavior of applications to make the application operate in a configuration
that can be best supported given the existing resource availability. Runtime adaptations are

enforced based on information gathered by actively monitoring local/remote network and system
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dtate. These schemes are implemented in the application or middleware level and are
comparatively lightweight. Adaptive QoS significantly improves the performance of applications
over best effort service, however no service guarantees are made to the application. If
implemented with proper application knowledge it provides an efficient and effective solution for

adaptive distributed applications.
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Chapter 4

Application Level Adaptive QoS M anagement

4.1 Architecture

An architectural overview of the application level adaptive QoS management mechanism
for multimedia applications is presented in Figure 3. The framework uses RTP implemented over
UDP and IP-multicast to transport application data. It uses RTCP to monitor and exchange
remote client information and statistical transmission / reception information. Loca system and
network state information can be monitored with the System/Network Monitor using standard
protocols such as Simple Network Management Protocol (SNMP) [8], that hides the
heterogeneity in client device and network connection. The Application Interface enables the
Manager to enforce appropriate adaptations to enable the application to operate optimally under
dynamic resource availability. The manager, guided by a resource management policy, is able to

make intelligent decisions to adapt the application’s traffic profile based on the local and remote

information.
Application Interface Administration Interface
A
Application data Policy Enforcement Policy
configuration
RTP/ RTCP interface : » Manager
Remote Client
information
Data & Control Local state
Information information
Multicast channel (UDP/ 1P) System / Network Monitor

Figure3  Policy Based Adaptive QoS Mechanism
The policy is defined with a good understanding of the application’s configuration and

requirement. It is configured at the client using the Administration Interface. This is essentia for
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two reasons. Firstly the policy is application specific while the adaptation framework is generic
and hence the policy effective at the client systems has to be configurable. Furthermore to support
deployment in a heterogeneous environment different policies may be required at different client

systems connected to the same application.

4.2 Implementation

The adaptive QoS management mechanism is integrated into the two main application
entities, the streaming server and the multimedia client. Figure 4 depicts the adaptive streaming
multimedia application model consisting of the media server, the multimedia client and the
integrated adaptation algorithm. The RTP channel is used for actual application data transport
while the RTCP channel is used for exchanging transmission/reception statistics. Rate based
adaptations are performed at the server for each of media type in the streaming application.

Modality based adaptations are performed at the client in an independent isolated manner.

Load Profiles Load Profiles
Network State MEDIA SERVER MULTIMEDIA CLIENT | Network State
Processor State Processor State

l Stored Media Media Playback l

playback

Adaptation Algorithm rate Adaptation Algorithm
Rate-based Adaptation Modality Transform

? Media Buffer
Reception Status Y ﬁ T
RTCP Receiver ; fp—

Transmitter Receiver Transmission Status
Reports RTCP Sender Report
o JAN
+ transmission
RTCP channel l RTP channel | [rate RTP channel l RTCP channel

Multicast Channel (RTP over UDP & IP Multicast)

Figure4  Adaptive Streaming Multimedia Application Model

31



421 Media Server

A multithreaded implementation is adopted for the media server to stream multimedia
data using RTP over UDP and IP-multicast. The server initiates multiple RTP sessions one for
each media type - video, audio and text. Handling each RTP sessions involves execution of

threads to perform the following functions

Transmitting application datavia RTP,

Generating RTCP Sender Report and transmitting to clients subscribed to the media.

Receiving and processing RTCP Receiver Reports to maintain aggregate client status.

Since each media is handled in a separate session, transmission statistics for each media
type are maintained independently. This facilitates adaptation since each media type potentially
has different resource requirements, and hence allows for different adaptations, which can be
handled independently. However sometimes different media types, though transmitted in different
media channels, have to be played back in synchronization. This is handled by identifying the

different media types with the same synchronization source in the RTP message header.

The server aims to optimize the overall performance of the streaming application for
individual client groups by controlling the frame rate to minimize the average packet loss. It
monitors the state of the clients subscribed to each media type using the RTCP receiver reports
corresponding to the media type, and maintains a running average of the packet loss suffered by
each client group. It then uses this information to perform rate-based adaptations that affect the

quality perceived by the entire group.

4.2.2 Multimedia Client
The multimedia client subscribes to the multicast channel corresponding to the media
channel of interest determined by user preferences. The client also has a multithreaded

implementation with independent threads performing the following tasks for each RTP session
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Receiving application data via RTP.
Generating RTCP Recelver Report to inform the server about the reception status.
Receiving and processing RTCP Sender Reports to maintain the transmission statistics.

Loca client state is defined by two parameters, processing load and network congestion.
Each media type's resource requirements are also specified in terms of its processor and network
resource requirement. The policy-based manager determines whether a media type is supported at
the client and performs run-time adaptations to switch to the best supported service level. Thisis
done periodically to ensure that the playback rate of the media is maintained to provide

acceptable performance.

Quality of Service perceived by the end user is determined by the packet loss incurred
due to the processng overload and the network congestion. Application and media specific
thresholds are specified for processor and network bandwidth. Processor overload threshold is
determined by the processing requirement of the application’s selected media type. Network
congestion threshold is determined by the bandwidth requirement of the selected media type.
These processing and network bandwidth requirements are converted to a fraction of the
processing capability and network bandwidth of the client respectively. They are then added to
the processor load profile and network load profile, which are also expressed as fraction of the
processing capability and network bandwidth of the client respectively. If the sum exceeds the
capacity available, corresponding threshold is violated and packet drop results. For example in
our smulation setup a Video on Demand application while operating in best resolution video
mode loads the desktop terminal to about 30 percent and consumes 40 percent of a LAN’'s
bandwidth capacity. On the other hand the Distance Learning application while operating in the
best resolution mode loads the desktop terminal to about 20 percent and consumes 15 percent of a

LAN’s bandwidth capacity.

33



The media buffer is implemented as a synchronized queue at the client. Two threads,
RTP receiver thread and Application thread have synchronized access to the buffer. The RTP
receiver thread is fed with a network load profile to smulate network state. If the network
resource requirements of the media type violate the threshold, given present network state, the
receiver thread drops the packet to smulate loss due to network congestion. Else it adds the
packet to the media buffer corresponding to this media type. The Application thread is fed with a
processor load profile to smulate the processing load at the client. It processes packets from the
buffer at a uniform play back rate corresponding to the media type. However if the processing
overhead of the media type violates the threshold, packets are not processed during that playback
interval. This results in packets being queued up in the buffer thereby increasing delay, adding
jitter and decreasing the Quality of Service perceived by the client. If this processing overload
persists for a significant period it will result in the media buffer being filled up and result in
packet loss. It is important to note that since we are considering real-time multimedia data, the
data that has been queued for the longest period, head of the queue, is the most outdated and
hence of least value for the application. In our design this packet is dropped instead of tail drop

where the latest arriving packet is dropped.

Modality transformation is implemented by defining a threshold on the cumulative packet
loss suffered by the application. Violation of the threshold implies that the media type can no
longer be supported by the client with existing resource constraints. The client then subscribes to
the multicast channel corresponding to a media type with the next lower requirements in terms of
processing overhead and network bandwidth. In absence of such a mechanism the user would
have experienced periods when the application would stall due to excessive packet loss from
network congestion, CPU overload or both. The adaptation mechanism decreases the packet loss

and results in a more efficient utilization of network and processing resources. This also trandates



in to a better Quality of Service to the end user. The assumption is that a modality transformation

is possible.

4.3 Operational Overview
The operation of the adaptation mechanism is explained in terms of the interactions at the

multimedia client and the streaming server depicted in Figure 5 and Figure 6.

4.3.1 Client Sde Interactions

User Application Manager RTP/RTCP Local Multicast
Interface Interface Interface Monitor Channel

specify preferences & capabilities

<configure application

connect to proper multicast ghannel
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receive appligation data

RTCP receiver feport

RTCP sender [report

remote server stgte

reconfigure |«
application < local system/network state

if required
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disconnegt and connect to other channel if required q
|

Figure5 Interaction Modd for Multimedia Client
Clients connecting to the multimedia application indicate their preferences and
capabilities in terms of desired media type and device specification using the User Interface. The
client’s desired media type determines the target service level that the Manager tries to achieve
and maintain. The Manager selects the appropriate media channel and configures the application
to connect to the corresponding Multicast Channel using the Application Interface. It receives

transmission statistics from the RTCP Interface in the form of RTCP Sender Reports that are
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periodicaly transmitted by the server on the control channel. The Local Monitor provides the
local system/network state information to the Manager. The Manager uses the local network
congestion, processor load and the resource requirements of the selected media type while

making adaptation decisions.

The network and processing load generated at the client due to the streaming application
depends on the media type that the client is subscribed to and the rate at which the media is
streamed to the client. Threshold values are defined for network and processor utilization to
identify network congestion and processor overload. The operating states for the client are
categorized as Normal, Congested and Overload. A client is considered to be operating in Normal
dtate if the client is able to accept and process the media data while remaining within the
threshold limits of processor and network utilization. A client operates in the Congested state if
the traffic generated by the media stream that the client is subscribed to, causes network
utilization threshold to be exceeded indicating network congestion at the client end. A client is
categorized as operating in the Overload dtate if the processor utilization or both the processor

utilization and the network utilization exceed their thresholds.

4.3.2 Seve Sdelnteractions
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Figure6 Interaction Modd for Media Server
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The media server streams audio, video and text media on three media channels. The
permissible values for the resolution / fidelity and the playback rate for the media types enables
the server to perform rate-based adaptations. The server has multiple concurrent media channels
each of which operates independently as shown in Figure 6. The Manager receives reception
statistics from the RTCP Interface in the form of RTCP Receiver Reports that are periodically
transmitted by the clients subscribed to this media channel and maintains an aggregate status of
this client group. It packetizes the media frame and transmits it at the optimal transmission rate on
the Multicast Link. If the Manager observes that the client group is suffering from an excessive
packet loss, it senses that the network congestion is on a shared link and reduces the transmission
rate within acceptable limits using the Application Interface. This provides a “pseudo” congestion
control and at the same time helps to keep the application operational. In the absence of such a
mechanism, application operation would have worsened the network congestion thereby causing
a degradation of performance as well as that of other applications sharing the network resources.
Thus the media server adjusts the rate of data transfer to obtain an optimal aggregate performance

for the clients subscribed to that media channdl.
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Chapter 5

Experimental Evaluation

5.1 Simulation Models

A smulated heterogeneous device/network test-bed and streaming application are
modeled to evaluate the performance enhancement achieved by the adaptive QoS management
approach presented in this thesis. The experimentation setup consists of a multimedia streaming
server and multiple multimedia clients. The clients are heterogeneous with respect to their
network connection bandwidth, processng speed, and memory size. Load profiles are generated
a each client to smulate the processing and network load condition. Application characteristics,
client device and network heterogeneity are smulated by developing traffic models to simulate

applications typically observed on the Internet.

5.1.1 Application Models

Two streaming multimedia applications, Video On Demand and Distance Learning
application, are modeled and smulated to test the performance of our adaptation mechanisms.
Video On Demand (VOD) requires higher resolution video and higher (compact disc like) sound
quality for optimum performance. However in constrained resource conditions a low- resolution
video with stereo sound would be acceptable. The distance learning application streams pre-
recorded lecture series to geographically distributed students and is in effect a video broadcasting
(VBcast) application. It provides acceptable performance with low resolution video and stereo to

mono audio quality.

Frame size and frame rate are identified as the parameters defining the application’s data
transport requirements. For video, the resolution (pixels per frame) and encoding (bits per pixel)
define the frame size. Frame rate for video can be typically atered form 30 frames per second for

very good quality video to as low as 15 frames per second for an acceptable quality. The bit rate
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encoding for the audio signal determines its fidelity and frame size. Audio signa are highly
senditive to delay and jitter and hence have a smaler range of permissble frame rates.
Collectively, frame size and frame rate modification trandates into a range of bandwidth
requirement for each media type for acceptable performance. The typical vaues for the

applications considered are listed in Table 1.

Quality Good Fair Acceptable
Appln Media Typical Bandwidth Requirements
VOD Video 4AMbps 1.5Mbps 256K bps

Audio 128Kbps 96K bps 64K bps
VBcagt Video 1.5Mbps 512K bps 128Kbps

Audio 64K bps 32K bps 16Kbps
Table1 Application Bandwidth Requirements

5.1.2 Client Device Models

The heterogeneity in devices employed by end-users, for Internet access and network
computing, is smulated by modeling different device types. Device types are identified by their
processing speed and memory size. These parameters are important as they define the capahility
of the client to support the application’s buffering and media processing requirements. Three

representative device types with typical parameter values are listed in Table 2.

Device type CPU speed Memory size
Desktop 800MHz 256MB
Laptop 500MHz 128MB
Pamtop (PDA) 200MHz 64MB

Table 2 Device Specifications

5.1.3 Client Network Models
Numerous network access technologies with varying access bandwidths coexist in the
Internet today. The prevalent types considered in our experiments with their typical bandwidth

values are listed in Table 3.
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Connection type Bandwidth
LAN 10Mbps
Cable modem 4AMbps
DSL 1.5Mbps
ISDN 128Kbps
X2 modem 56K bps
Wireless 19.2Kbps

Table3 Network Connection Specifications

Each media type is characterized by its requirements in terms of the processing resources,
network bandwidth and memory buffer size. The processing and network bandwidth requirements
of a media type depends on the frame size and the playback rate, parameters that are determined
by the selected media type and the quality level of the media type. On a client device the media
buffer is alocated as fraction of the available capacity, and hence the device type determines the
number of packet that can be buffered at client. To simulate the processor and network load at the
client, processor and network load profiles are generated at the client. The load profiles are
specified as a percentage of the maximum processor and network resources, which in turn

depends on the device and connection type of the client.

5.2 Adaptation Mechanism

The adaptation mechanism the packet loss at a client to decide whether the client is able
to support the current media type to which it is subscribed. Packet loss can be caused by network
congestion and processor overload. Packets lost due to processor overload are packets that are
delivered to the client but are discarded as they could not be processed in time. This packet drop
also results in wasted network resources as these packets are discarded after reaching the client.
To capture this loss we define a “application efficiency” as the fraction of the total packets
delivered to the client that are actually processed by the client. It should be noted that this

application efficiency figure is not valid when network losses dominate the packet loss figure.
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The adaptation mechanism defines “upgrade” and “downgrade” media operations to
implement modality transformations. Upgrades imply switching from text to audio media or from
audio to video media. Downgrades imply switching from video to audio media or from audio to
text media. A diding window (fixed time interval) algorithm is used to calculate packet loss that
is compared againgt a fixed loss threshold to trigger downgrade adaptations. If for one complete
window time interval no packet loss is detected and the application is operating in a downgraded
configuration an upgrade adaptation is effected. The time interval and the loss threshold are
application specific parameters and can be assigned values based on the dynamism and loss
tolerance of the application. For example the video media is highly loss tolerant and less
susceptible to distortion due to latency and jitter than the audio media. Hence in our simulation
setup for the Video on Demand application the video media has a loss threshold of fifty packets
tracked with a time window size of ten seconds. The audio media on the other hand has a loss

threshold of twenty packets tracked with atime window size of five seconds.

5.3 Experimental Setup and Verification

Two experiments were performed for evaluating the application level adaptive QoS
management mechanism using the two applications described above. In both experiments three
heterogeneous clients subscribe to the application. The clients differ in their device types and the
type of connection to the network. Different network and processor load profiles are used in the
two experiments. Application performance is measured in both the optimized (i.e. with the
adaptation mechanism) and unoptimized case (i.e. without the adaptation mechanism). The packet
drop profile and the application efficiency observed at the clients are plotted. The packet drop
profile is plotted on a logarithmic scale while the application efficiency is plotted on a linear

scale. The points of modality transformation are marked on the plots. An ‘upgrade’ operation is

marked with a“ *’ and is numbered as U1, U2, ... and so on. A ‘downgrade’ operation is marked

witha‘ ™’ andisD1, D2, ... and so on.
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531 Experiment 1
The first experiment has three clients connecting to a Video on Demand application. The

clients configurations are:

Client 1: Desktop terminal on the same LAN as the media server.

Client 2: Laptop device connected to the Internet via a cable modem connection.

Client 3: Desktop device connected to the Internet viaa DSL connection.

Figure 7 and Figure 8 are the plots of the results observed at the three clients for the first

experiment.
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It can be observed from the packet loss plots for the three clients, drawn on a logarithmic
scale, that using QoS adaptations al three clients have a significant decrease in the packet loss.
This is because the adaptation mechanism tracks resource availability and media resource
requirements and can enable the application to operate in the best supported configuration for
most of the execution period. After the initial sharp rise in packet loss and corresponding drop in
application efficiency a downgrade trangtion is triggered at D1 as seen for all client. At Ul an
upgrade transition occurs for clients 1 and 2 since these client are supporting the downgraded
configuration without incurring packet loss. As can be seen when overload condition recurs the

application is again downgraded at D2 for client 1 and 2.

Configurations of client 1 and 2 are generally able to support the video media type, and
switch QoS levels only because of intermittent network congestion or periodic overload. Client 3,
connected viaa DSL link, is not able to support the high resolution video media. This can happen
if the user unwittingly tries to subscribe to an application configuration that cannot be supported
by the device/network connection. This can result in a stalling of the application as well as severe
network congestion at this client, and can affect other networked applications that this client
might have subscribed to. The adaptation mechanism averts this by automatically switching to a

lower application configuration to avoid subsequent packet loss, asindicated in the plot.

Plots in Figure 7 and Figure 8 show that the application efficiency for clients 1 and 2
improves while using the adaptation mechanism. This means that the application is using the
network resources more efficiently and processes a higher fraction of packets received at the
client system. This also implies that this application shares network resources in a fair manner
with the other applications by implementing “pseudo congestion control”. For client 3 the
network losses dominate the packet loss figure. Application efficiency in this case is no longer

valid as not many packets are getting through to the client system to evaluate how efficiently they
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are being processed. The plots confirm that the adaptation mechanism is able to control the packet

loss and maintain a high efficiency for the entire duration of the smulation.

5.3.2 Experiment 2
The second experiment uses three clients connecting to a Distance Learning application.

The client configurations are as follows:
Client 1: Desktop terminal connected to the Internet via a cable modem connection.
Client 2: Laptop device connected to the Internet viaa DSL connection.
Client 3: Palmtop device connected to the Internet viaalSDN link.

Results for this experiment are plotted in Figure 9 and Figure 10
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In this experiment the packet loss plots again indicate that all three client have a better
overal performance while using the adaptive QoS management mechanism. In the experiment
client 1's configuration best supports the desired service level under the existing network
congestion and processing load conditions. This is indicated by the small number of adaptations
required. More importantly the complementary effect of server side adaptations is clearly evident
in plots for Client 1. Between points U1 and D2 client 1 is receiving the video media in both
optimized and unoptimized case. In optimized plot the packet loss doesnot increase between these
points, however an increase in packet loss is seen in the corresponding region of the unoptimized
plot. Thisis explained by the fact that the since all three clients suffer loss while they are initialy
subscribed to the video media the server drops the video frame rate from “ good” qudlity to “ fair”
quality (refer Table 1). Client 1 in optimized case doesn’'t suffer packet loss since it is able to

support “fair” video though it cannot support “ good” video as is evident in the unoptimized case.

Client 2's configuration is just about able to support the desired service level and results
in high number of switches between service levels. Note that the switching in this case is between
three service levels as indicated by two consecutive downgrades followed by two consecutive
upgrades in the plots. Frequent adaptations can be undesirable and a heuristic algorithm for
calculating delay before upgrading might perform better than a fixed delay used in this algorithm.
In contrast client 3 settles to the lower service level, best supported by its configuration, and
operates with fewer number of adaptations triggered by the dynamic congestion levels and
processing loads. As client 3 is connected via a low bandwidth ISDN link, the network losses
dominate its packet loss and hence application efficiency becomes irrelevant. However
application efficiency at client 1 and client 2 improves using the adaptive QoS management

mechanism.

The above experiments confirm that application level adaptive QoS management

mechanisms can dignificant improve the performance and resource utilization efficiency of
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multimedia applications. Furthermore client and server side adaptation mechanisms operate in a
complementary manner to provide an efficient and scalable distributed solution. Loss based
adaptations presented in this thesis leverage on the real time support provided by RTP and RTCP
to optimize the application’s data transport characteristics and can be readily deployed on best

effort |P based I nternet.

50



Chapter 6

Conclusonsand Future Work

6.1 Summary and Conclusions

Recently a phenomenal growth has been recorded in the number of Internet users and
industries that are opting for Internet based solutions. However the Internet Protocol (1P) based
Internet does not provide the infrastructure to support the diverse service requirements of these
evolving applications, specially over the emerging networks and end systems that are increasingly
heterogeneous. This thesis presents the design, implementation and evaluation of an adaptation
mechanism to provide Quality of Service for distributed multimedia applications. The mechanism
builds on the real time data transport support provided by RTP/RTCP and is designed to operate
over the best effort Internet Protocol with no network QoS support. It adopts a purely application
level adaptation approach and adaptations are performed independently at the clients and the
server and are guided by an application specific policy. Distributed client side adaptations are
integrated with centralized server side adaptations such that they complement each other to
provide an improved service as perceived by the end-user. The coordination between these
distributed entities is handled using the RTCP feedback mechanism. The server maintains an
aggregate status of clients subscribed to each media type and performs rate-based adaptations.
This provides a fine-grained control over the quality of service experienced by the entire client
group. Furthermore this is a scalable solution since the server has to maintain state only of the
order of the multicast channels used to transmit media data, which for most applications would be
reasonably limited, and not on the order of the number of clients subscribed to the application.
The clients independently perform modality transformations by switching between media
channels to receive the level of service best supported by the loca resource availability and

optimize client resource utilization.
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An evauation of the adaptive mechanism shows that it sgnificantly improves the
performance of certain multimedia applications if the policy controlling the mechanism is
designed with a proper understanding of the application’s client configuration and requirements.
The other important point to be noted is that an application based approach reduces the overhead
on shared resources such as the network, thereby providing a scalable solution. Such a loss based
approach has the added advantage of implicitly effecting congestion control thereby allowing
other competing applications to have a fair share of shared resources. Enhancing the utilization
efficiency of shared resources with availability constraints is another desirable feature of this
mechanism. By defining the application specific information using a standard policy interface,
such an application level mechanism can be a more general solution. However a truly genera
solution is still elusive, given that applications are always evolving and newer applications with

diverse requirements rapidly emerging.

6.2 Contributions

The main contributions of thisthesis are:

Distributed application level adaptive QoS mechanism for a better QoS to end users of

multimedia applications in heterogeneous environments

Integration of a policy based scheme with the standard RTP and RTCP based real time data

transport and feedback mechanism for streaming multimedia applications.

Experimental study of loss based adaptations for streaming multimedia applications.

0 Innovative evaluation of an application’s network resource utilization efficiency.

6.3 FutureWork
Distributed multimedia applications with real-time delay and bandwidth constraints raise
many technical problems in the present ubiquitous best-effort 1P based Internet. Given the basic

adaptation framework, smulation model and evaluation technique developed in this thess, future
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work will concentrate on defining generic adaptation techniques, such as content adaptation
techniques, and on integrating them into the adaptation mechanism. Another area that needs
investigation is design of a generic policy interface to enable easy integration of the adaptive QoS
management mechanism within different classes of applications. This will aso facilitate testing
of the adaptation mechanism with real applications without being concerned about the application

structure and implementation.
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