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Abstract

In this paper, we present an online monitoring and analysis framework to achieve self-protection against a wide range of network attacks. Our approach uses the software agents to online monitor several attributes to characterize the state of any network or computing resource as normal, uncertain, or abnormal. The software agents execute the appropriate recovery mechanisms once they determine that a service, and/or a network device is operating abnormally. We have developed a test bed to demonstrate and validate our approach to protect against several well-known attacks.
1. Introduction

Network attacks against the computer networks happen almost every day and everywhere in various forms. Most of the existing tools are reactive because they analyze the attacks after the attacks occur to develop the appropriate attack signatures and patches. 

Our approach is based on autonomic computing that can anticipate their workloads and adapt their resources to optimize their performance. In this paper we present a self protection approach to detect in real-time the network attacks by monitoring and analyzing the behavior of network system. We present vulnerability metrics that can be used to detect and prevent from network attacks. 

The paper is organized as follows. In Section 2, we discuss briefly the related works and attacks types. Section 3 describes our approach of network detection and recovery. Section 4 presents experimental results that demonstrate the effectiveness of our approach. Section 5 presents the future work.

2. Related Work

There are several tools based on behavioral modeling, fault trees and failure models that use logs, versions of system software and performance metrics [3]. Most of the methods use offline analysis after the attacks took place. They can’t quantify the impact of the attacks with certainty. Our implementation approach uses the software agents of AUTONOMIA [1]. The approach presented in this paper represents the self-protection engine of the Autonomia environment.

2.1 Network Attack Types 

Network attacks can be classified into three main categories based on its behaviors: 1) Denial of Service attacks, 2) Virus/Worm Attacks, and 3) Application Level Attacks. 
3. Attack Detection Approach

 In our approach, we construct metrics to quantify the operational states of all information system resources and services. The software agents use these metrics to implement the appropriate self-protection mechanism to protect against the detected attacks (e.g., closing the impacted TCP connection, disable the infected software module, etc.).

3. 1 Operation States and Measurement Attributes
Network system operates in one of the following states: Normal State, Uncertain State and Abnormal State [2]. At each level of network, we identify the appropriate the measurement attributes that can quantify the behavior of network or its components (see Table 1).
Table 1: vulnerability metrics 


	Impacted Protocols
	Measurement

Attributes (MA) Instances

	App layer
	IF: invocation frequency of emails

	HTTP,DNS, SMTP, PoP3
	

	Transport layer
	NIP/NOP: number of incoming/outgoing pdus.

	TCP/UDP
	

	Network layer
	NIP/NOP,

AR: ARP Request rate.

	ICMP/ARP
	


When a network component experiences an attack, the MAs will be severely affected by the attack and eventually increases/decrease their values such that the [image: image5.jpg]Measurement Attribute Value
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component starts operating in an abnormal state. The vulnerability function quantifies how far (Delta) the current operational state of a component from the abnormal state as shown in Figure 1. 

Figure 1: measurement attributes via operation states 

3.2 Vulnerability Metric (V)
The network system states can be characterized and quantified by using V which denotes the ratio between the changes in the measurement metrics that are caused by a given attack scenario from normal values to the total change required to move the node operating point from normal state to abnormal state as shown in Figure 1. For each measurement attribute, m, we can define V(p, m, t)=
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, Where, p denotes the network protocol or service, m denotes measurement attribute in value, and  
[image: image2.wmf]m

p

,

D

 denotes the minimum change range in measurement attributes that will move the node operation from normal state to abnormal state. 

3.3 Attack Detection
The vulnerability metrics associated with measurement attributes characterize and quantify the operation of each component in the network system.  Based on the observed behavior of measurement attributes, we can accurately detect abnormal behaviors and launch the appropriate recovery procedures. 

With the help of the Autonomia Environment, the agent system can exchange security information among them in a timely way to self protect the network system from coordinated attacks. 

4. Experimental Results
We have set up an instrumented test bed environment using the resources in Internet Technology Laboratory at The University of Arizona to validate and demonstrate our approach in achieving self-protection against network attacks, such as Denial of Service, and SQL Slammer worm. 

In what follows, we use email worm spam to demonstrate our approach. The same approach to detect and protect against any new or unknown attacks. 
4.1 Email worm 

Email worm is another disruptive network attack. Worm attack program collects all email addresses from client’s email program (eg. MS Outlook). Worm attack program then sends hundreds of emails to other clients on the network, with virus program as attachment, flooding the network with traffic and also propagating the virus to other clients on the machine. 
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Figure 2: Normal and Abnormal Email behavior
We monitored client computer email behaviors on our test bed. The data collected by Autonomia agents are shown in Figures 2. We use the number of email invocations frequency (AIF: the number of email invocations per minute) on the client machine as the vulnerability metric to characterize the behavior of the Email service. Figures 2 shows the clients email program usage over a 30 minute period under normal and attack scenarios. 
The contrasting difference in the AIF values is a good parameter to differentiate between normal and abnormal behavior. 

5. Future Work

We are investigating a statistical based approach to correlate multiple metrics and improve the accuracy and the speed of our attack detection mechanisms. 
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