Components of verbal working memory: Evidence from neuroimaging
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ABSTRACT We review research on the neural bases of verbal working memory, focusing on human neuroimaging studies. We first consider experiments that indicate that verbal working memory is composed of multiple components. One component involves the subvocal rehearsal of phonological information and is neurally implemented by left-hemisphere speech areas, including Broca's area, the premotor area, and the supplementary motor area. Other components of verbal working memory may be devoted to pure storage and to executive processing of the contents of memory. These studies rest on a subtraction logic, in which two tasks are imaged, differing only in that one task presumably has an extra process, and the difference image is taken to reflect that process. We then review studies that show that the previous results can be obtained with experimental methods other than subtraction. We focus on the method of parametric variation, in which a parameter that presumably reflects a single process is varied. In the last section, we consider the distinction between working memory tasks that require only storage of information vs. those that require that the stored items be processed in some way. These experiments provide some support for the hypothesis that, when a task requires processing the contents of working memory, the dorsolateral prefrontal cortex is disproportionately activated.

Working memory (WM) is the cognitive mechanism that allows us to keep a limited amount of information active for a brief period of time. Sometimes we need to keep information active solely for storage purposes, as when we maintain a just-looked-up phone number until we can dial it. Other times we need to keep information active so that we can use it in executing a complex task. For example, when we mentally multiply two digit numbers such as $29 \times 19$, we first may compute the partial product $9 \times 9 = 81$, and later use this partial product in further computations. Situations like this one are common. We frequently store the outcomes of intermediate computations temporarily when solving a problem, planning an activity, or understanding a complex sentence, and then use the outcomes in later operations necessary to achieve the desired final result. Indeed, computer simulations of these higher-cognitive processes rely extensively on WM (1, 2). For these reasons, an analysis of WM is critical not only for understanding memory systems, but for understanding thought itself.

Research on human WM has been carried out at both behavioral and biological levels. Both avenues of research indicate that there are different kinds of WMs for different kinds of information. In particular, behavioral, neuropsychological, and neuroimaging evidence converge in indicating that there are separate systems for verbal and spatial information (for recent reviews, see refs. 3 and 4). In this article, we focus entirely on verbal WM and its neural implementation, as revealed by neuroimaging studies using positron emission tomography (PET) and functional magnetic resonance imaging (fMRI). The verbal WM system is particularly important, given the role that linguistic processes seem to play in higher-cognitive processes. The study of a verbal system can be especially difficult, though, given that there can be no animal models to guide the effort.

Our concern in this article is with the neural bases of the various components of verbal WM. In the course of exploring this general issue, we will consider three specific issues. The first concerns whether verbal WM contains a component that is specialized for subvocal rehearsal. The neuroimaging evidence that we review makes the case that there is indeed an isolable subsystem that is specialized for the rehearsal of phonological information. The evidence also will provide a tentative hypothesis about the neural bases of other components of verbal WM.

Our second issue concerns the experimental logic used to obtain the relevant evidence. The evidence for a rehearsal component is based primarily on experiments that use “subtraction” logic; people are imaged while performing two tasks that differ only in that one task supposedly has an extra process, and the difference in images for the two tasks is taken to reflect the process of interest (5). This approach is somewhat controversial. Can the results of interest be obtained by an alternative experimental logic, that of “parametric variation,” in which a parameter that presumably reflects a single process (e.g., storage load) is varied quantitatively? Our evidence shows a convergence between results obtained by following both types of experimental logic, and supports our tentative hypothesis about the neural basis of verbal WM.

The third issue refers to the distinction between using WM solely for purposes of storage vs. using it for purposes of both storage and computation. There is considerable behavioral research on this distinction, with much of it showing that performance on complex reasoning tasks is more correlated with performance in WM tasks that require storage-plus-computation than with performance on pure storage tasks (e.g., refs. 6 and 7). As we will see, the neuroimaging data provide some support for this distinction as well.

Abbreviations: WM, working memory; PET, positron emission tomography; fMRI, functional magnetic resonance imaging; DLPFC, dorsolateral prefrontal cortex; BA, Broadmann area.
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The Rehearsal Component of Verbal WM

By the early 1990s, cognitive-behavioral studies had provided evidence that verbal WM contained a few distinct components, including a phonological rehearsal process (see refs. 8 and 9 for reviews). The experiments that follow provide converging evidence for the behavioral work, and, more importantly, tell us something about the neural bases of these components. Unless otherwise noted, these experiments involve visual presentation of the verbal materials.

A useful starting point is a PET experiment reported by Awh and colleagues (10). Subjects were imaged while performing an item-recognition task (11). The task includes a series of discrete trials, and the contents of a trial are presented schematically in the top of Fig. 1. Each trial consisted of four uppercase target letters, presented simultaneously, followed by a 3,000-ms blank delay period, during which subjects had to remember the letters. This delay was followed by a lowercase probe letter, to which subjects responded “yes” or “no” (by pressing one of two buttons), indicating whether or not the probe was identical in name to one of the targets. This task is of interest because of its verbal memory requirement. The task also includes other processes—e.g., perception of the letters, selection of a response, and execution of a response—and thus the corresponding PET image acquired during performance of the task will include activations caused by these processes as well. To eliminate these unwanted activations, subjects also participated in a control task, which presumably contained the irrelevant processes but not the memory process. This task was similar to the memory one except that the probe was presented immediately after the target letters, and the latter remained in view along with the probe. This task was primarily a perceptual one; hence, memory should not have been involved.

**Item Recognition Task**

![Schematic of Item Recognition Task](image)

**2-Back Task**

![Schematic of 2-Back Task](image)

**Fig. 1.** Schematic representations of trials in two different WM tasks. (Upper) A sample trial for the item-recognition task. It includes the following events: (i) fixation point, (ii) four uppercase letters, (iii) blank delay interval, and (iv) a lowercase probe letter. The subject’s task was to decide whether the probe names one of the four target letters. (Lower) A sample trial for the 2-back task. Each letter is followed by a blank delay interval. The subject’s task was to decide whether each letter has the same name as the one that occurred two back in the sequence. The durations for each trial event are shown.

When the image acquired during the control task was subtracted from the image acquired during the memory task, there were several activations, most of them in the left hemisphere. (There were also some deactivations, but in what follows we focus on activations.) These activated areas included: left posterior parietal cortex [Broadmann area (BA) 40], Broca’s area (BA 44), left premotor area (BA 6), and left supplementary motor area (BA 6). Given that the latter three areas are known to be involved in the planning and production of speech (12), implicit speech was very likely operative during the memory task. This finding is one piece of evidence for a rehearsal component.

This hypothesis is strengthened by the results of an earlier PET study of Paulesu and colleagues (13). They, too, contrasted an item-recognition task with a control task. When the control image was subtracted from the item-recognition image, there were activations in left posterior parietal cortex, Broca’s area, and bilateral supplementary motor area. These results are in good agreement with those described above. Paulesu et al. (13) included another condition, whose results provide further support for the claim that the frontal speech areas mediate a rehearsal of phonological information. In this additional condition, subjects were presented single letters; for each one, they had to decide whether it rhymed with the name of a target letter. When the image from a suitable control task was subtracted from the image from the rhyming task, there was again activation in Broca’s area, but not in left posterior parietal cortex. Paulesu et al. (13) interpret these results to mean that: (i) Broca’s area mediates phonological processes, including both rhyme judgments and subvocal rehearsal; and (ii) left posterior parietal cortex mediates the pure storage component of verbal WM, and hence was active in the memory, but not the rhyming, condition. Taken at face value, these results show that the rehearsal component can be dissociated from other components of verbal WM.

There is further evidence for such a dissociation in another PET experiment reported by Awh and colleagues (10). This study used a different memory paradigm. It is referred to as a “2-back” task (14, 15) and is presented schematically in the bottom of Fig. 1. Instead of viewing a series of discrete trials, subjects viewed a continuous stream of single letters, each presented for 500 ms, with a 2,500-ms interval between successive letters. For each letter, subjects had to decide whether it was identical in name to the letter two back in the sequence. Two different control conditions were used. One was a search task; subjects saw the same kind of sequence of letters as in the memory condition, but simply had to decide whether each letter matched a single target letter specified at the beginning of the experiment. This control should involve the same perceptual and response processes that are operative in the memory condition, and subtracting it from the memory condition should yield many of the same areas of activation that were obtained in item-recognition tasks. This was the case, as the subtraction image showed activations in left-hemisphere frontal speech regions and posterior parietal cortex. (There were new activations as well, including bilateral posterior and superior parietal cortex, BA 7, and right-hemisphere supplementary motor area; some of these new activations may reflect the greater processing demands of the 2-back task.)

What is of particular interest in this study, though, involves the second control condition. In this “rehearsal” control, subjects silently rehearsed each letter presented until the next one appeared, rehearsed the new one, and so on. Subtracting this control from the 2-back memory condition should have removed much of the rehearsal circuit. Indeed, in this subtraction image, neither Broca’s area nor the premotor area was significantly active. However, the supplementary area continued to be active. That we were unable to subtract out the entire rehearsal circuit may be because in our rehearsal control subjects rehearsed one letter at a time, whereas in our memory...
condition they rehearsed two at a time. Still, the results provide additional evidence that a separable rehearsal component can be isolated from the rest of the neural circuitry for verbal WM.

In the preceding studies, we have assumed that the information rehearsed was phonological though the input was always visual. If rehearsal does indeed operate on phonological information (as opposed to visual information), then the pattern of memory results obtained above also should be present with auditory input. We tested this hypothesis in a 3-back memory task, with both visual and auditory presentation conditions (16). The visual condition was similar to the 2-back task we just considered, except in this case subjects decided whether each letter was identical to the one presented three earlier in the sequence. The auditory condition had the same structure as the visual one, except that the letters were presented auditorily and the only visual inputs were fixation crosses. Two different controls were used, a visual-search and an auditory-search condition; subtracting the visual-search condition from the visual 3-back memory condition, and the auditory search from the auditory 3-back condition, should have removed all input differences from the memory conditions.

Each subtraction image—visual 3-back minus visual search, and auditory 3-back minus auditory search—showed at least a dozen significant activation sites, and the patterns of activation were very similar for the two cases. When the auditory subtraction image was subtracted from the visual subtraction image (a double subtraction), there were no significant activations left. And when the visual subtraction image was subtracted from the auditory subtraction image, only a single area was left active (a site in Broca’s area). Another way to assess the similarity of activation patterns between the two conditions is to compare increases and decreases in activation in areas found to be activated or deactivated in previous WM studies. This comparison is presented in Fig. 2 for 10 activated and 10 deactivated regions, and it shows a similarity between the visual and auditory memory conditions. This is additional evidence that the underlying verbal-memory circuitry is the same, regardless of input modality.

Taken together, the preceding studies suggest a rough neural architecture of verbal WM. The system may involve at least three components: (i) a phonological rehearsal component mediated by left-hemisphere frontal speech regions (including BA 44 and the inferior and superior aspects of BA 6); (ii) a pure storage buffer mediated by left posterior parietal cortex (BA 40); and (iii) an executive component mediated by the dorsolateral prefrontal cortex (DLPFC) (BA 9/46), which was active in the 3-back memory conditions and which may reflect the need to temporally code the items in these conditions (see below). This network of regions is likely an underestimate of the true complexity involved. For example, the rehearsal component also may include parts of the right-hemisphere cerebellum, because this area often is activated in verbal memory studies, and it is known to project to the left frontal speech regions. In addition, WM tasks often activate attentional systems that may be involved in any difficult task and that appear to be mediated by posterior, superior parietal cortex (BA 7) and the anterior cingulate (BA 32), among other areas.

Subtraction Logic and Alternative Methods

Every result presented thus far is based on the subtraction method. As we have seen, the method assumes that one can isolate the neural mechanisms corresponding to a specific cognitive process by: (i) constructing a pair of behavioral tasks that supposedly differ in that one task recruits the process of interest (target task), whereas the other does not (control task); (ii) imaging during performance of both tasks, and (iii) subtracting the control image from the target image, and inferring that this difference image directly reflects the neural basis of the process of interest. This method has produced numerous systematic and useful results, but it rests on a problematic assumption.

The assumption at issue is called “pure insertion,” and it consists of the claim that the addition of a particular processing stage to some task does not affect the operation of other stages in that task (17). In our “back” tasks, for example, the difference between the memory and search-control tasks is one of memory; according to the assumption of pure insertion, adding this memory requirement has no effect on other processes such as those concerned with perception and response. This assumption often has been challenged (e.g., ref. 18) for example, adding a memory requirement to a search task may lead to a different kind of perceptual analysis, and consequently the activations present in a memory-minus-search subtraction could reflect perceptual networks in addition to mnemonic ones.

To ameliorate this potential problem, we can augment the subtraction approach with the method of parametric variation.
In this approach, one quantitatively varies an experimental factor that presumably affects the operation of a single processing stage, and determines whether this factor affects regional activation in a systematic way. For example, one might vary the number of items to be retained in a memory task, and determine whether this factor results in a monotonic or even linear increase in activation in regions of interest. Because the conditions differ quantitatively rather than qualitatively, there should be less chance of a qualitative change in processing between conditions. Also, that the conditions differ quantitatively allows one to examine the function relating memory load to regional activation, which can provide new information about the underlying processes.

This parametric approach has been used successfully in neuroimaging studies of long-term memory (19), and we have extended the method to verbal WM (20). Specifically, we used the back task in another PET experiment, and varied whether subjects had to look for memory matches 0-, 1-, 2-, or 3-back from the current item. In 0-back, subjects had to decide whether each letter matched a fixed target letter specified at the beginning of the letter sequence (a search task); in 1-back, subjects had to decide whether each letter matched the letter one back in the sequence; and so on for 2- and 3-back. In essence, WM load is being varied from 0 to 3, and the test of whether an area is part of the neural substrate of verbal WM is whether that area’s activation increases monotonically with memory load. [Because we know from a previous study (16) that there is more activation in the 3-back than the 0-back task, determining whether monotonicity holds amounts to determining the relation of the 1- and 2-back tasks to the more extreme tasks.]

Fig. 3 presents the results of the PET activations superimposed on a surface rendering of a brain, separately for each of the four tasks. There are many more areas of reliable activation in the 2- and 3-back tasks than in the 0- and 1-back tasks. But the rise in activation with memory load is actually more continuous than suggested by a count of significant areas. This result is shown by the data in Fig. 4, which plots the change in activation.
activation (blood flow) as a function of memory load, separately for 11 different regions of interest. These regions were defined by the significant activations in the subtraction-based, 3-back experiment of Schumacher et al. (16). Hence, to the extent that these regions show monotonic effects of memory load, we have evidence that they are part of the neural network for verbal WM, and a convergence between results based on parametric vs. subtraction methods. Every function but one in Fig. 4 is strictly monotonic (i.e., the function always increases), and every single function shows a significant linear trend (the lone exception to strict monotonicity is a function for the DLPFC—we will return to this exception later). Thus the parametric and subtraction methods show a good deal of convergence. This convergence does not arise because the monotonicity criterion is so lenient that any arbitrary brain area can meet it. When regions of interest are selected that a priori should not be part of a WM network (e.g., visual and motor areas), they show virtually no effect of memory load, let alone monotonic effects.

Recently, in conjunction with a neuroimaging group at Pittsburgh-Carnegie Mellon, we have replicated and extended these results by using fMRI, rather than PET, as the imaging modality (22). We used the four back tasks from the previous study, but extended the interval between letters (the delay interval) from 2.5 to 10 sec. Using echoplanar imaging, we were able to scan subjects performing the tasks at four time periods during the 10-sec delay period: 0–2.5 sec, 2.5–5.0 sec, 5.0–7.5 sec, and 7.5–10.0 sec. Again, we defined regions of interest around previously obtained verbal WM activations. We found that, for almost all of the WM regions, activation increased strictly monotonically with memory load. (This monotonic increase was often present at all four temporal points scanned during the 10-sec delay period.) Again, though, there was an exception to strict monotonicity in the function for the DLPFC. It showed a step function, with no increase at all between 0- and 1-back, a substantial increase from 1- to 2-back, and little increase after that. The relevant data are displayed in Fig. 5.

In the experiment just described, we measured a region’s activation at different temporal points of a delay interval. This method may provide another means for studying the neural bases of WM (in addition to subtraction and parametric variation). Given that we were scanning only during the retention interval, we have targeted memory processes with more precision than in the usual PET study, which relies on a comparison of conditions to isolate memory processes. We can refer to the fMRI method as the “temporal isolation” method. Though we scanned only the delay period, some of the active areas may reflect nonmemory processes, because the hemo-
dynamic response that underlies our use of fMRI has a latency of about 4 sec, thereby allowing perceptual and response processing of the letters to spill over into the delay period. In light of this complication, we need to adopt the following constraint in interpreting our results: an area contributes to verbal WM only if it is active throughout the entire delay period. A number of previously identified WM regions showed this pattern.

We return to the exception to strict monotonicity that we have now observed in two studies: the DLPFC shows no increase in activation with memory load until moving to the 2-back task (see Fig. 5). An analysis of the back tasks suggests why the DLPFC might show this discontinuity. To begin, note that in the 3-back task, subjects must not only remember the last three items presented, but must also code the stored letters with respect to their temporal position (only a match 3-back counts), and inhibit responding to matches 1-back and 2-back. There is evidence from lesion studies with humans and other animals that both temporal coding and inhibition may be mediated by the DLPFC (e.g., refs. 12 and 23); consequently, we would expect the DLPFC to be activated in the 3-back task, as it in fact was. Similar remarks apply to the 2-back task. Again, there is no way to perform the task accurately without coding the temporal order of the stored items, and inhibiting responses to matches 1-back, and again we found that the DLPFC was activated. However, task requirements change at 1-back, as it is possible for subjects to accomplish this task accurately without coding the temporal order of the stored letters and inhibiting responses to spurious matches. Specifically, because the memory representation of the nth letter...
should still be highly activated when the \( n+1 \) letter is presented, subjects can detect a match on trial \( n+1 \) simply by noting that the representation of the current letter is highly active; and there is no need to be concerned about spurious matches. Hence, there may be no need for temporal coding or inhibitory processes, and no reason to expect the DLPFC to be activated. A similar account applies to the 0-back task, as the single target letter may be kept in a highly activated state.

We should be cautious about accepting the preceding account. Along with the Pittsburgh-Carnegie Mellon group, we have performed an experiment similar to the last one described but in which DLPFC activation increased roughly linearly with memory load (24). Still, attributing DLPFC activation to temporal coding and/or inhibition has its positive aspects. It can help explain why some verbal WM tasks implicate the DLPFC and others do not (see below), and, more broadly, it offers a starting point for the analysis of neural differences between WM tasks requiring only storage and those requiring processing as well as storage. We turn now to this final topic.

**Storage vs. Storage-Plus-Processing and the DLPFC**

We have suggested that in 2- and 3-back tasks subjects must code the temporal order of the stored items, and that this coding, along with inhibitory processes, is mediated by the DLPFC. (The DLPFC also may mediate the maintenance of the temporal codes, given that it remains active during the entire retention interval—see Fig. 5.) Because such temporal coding amounts to performing an operation on the contents of WM, we hypothesize that the DLPFC is activated whenever people engage in a WM task that requires processing as well as storage. [A comparable hypothesis has been advanced for spatial WM (25), but in what follows, we maintain our verbal emphasis.] Evaluation of our hypothesis will lead us to consider some verbal WM tasks in addition to the item-recognition and back tasks. Before doing that, however, we focus on the difference between these two standard tasks from the perspective of the hypothesis of interest.

Unlike the 2- and 3-back tasks, the item-recognition task does not require keeping track of the temporal order of the stored items (nor does it require much in the way of inhibitory processes). Rather, in item recognition, all that subjects have to determine is that the probe item is included in the current memorized set (see Fig. 1). This task would be classified as a pure storage task (our use of the term "pure storage" here includes rehearsal as well as storage). Interestingly, this task did not produce any sign of DLPFC activation in the study we reported at the outset of this paper (10). This comparison of the results obtained in item-recognition and 2- and 3-back tasks is consistent with the hypothesis of interest—storage-plus-processing leads to DLPFC activation—but the comparison relies on contrasting results from different experiments.

To sharpen the comparison, we directly compared the item-recognition and 2-back tasks with the same subjects in a subtraction-based PET experiment (26). The memory tasks for item recognition and 2-back were virtually the same as those presented in the first section of this paper (Fig. 1), except that the presentation time for the letters was now 500 ms in both tasks. The control task for 2-back was again a search for a single target. The control for item recognition, however, differed from the one we used earlier, as the current control required subjects to remember a single letter for 200 ms (Thus, both the control and the memory tasks now required some memory, and consequently the differences between the control and the memory conditions were now quantitative rather than qualitative.) A comparison of the two subtraction images indicated a number of common regions, including many of the usual verbal WM areas: the left-hemisphere frontal speech regions (premotor area, supplementary motor area, and Broca's area), and inferior and superior aspects of the posterior parietal cortex. There were also some areas of activation distinct to the 2-back task, most importantly, the right-hemisphere DLPFC. Additional tests established that there was significantly more DLPFC activation in 2-back than in item recognition. These results support the specific claim that the extra processes required in 2-back—temporal coding and inhibition—are partly mediated by the DLPFC, and are consistent with the more general hypothesis that performing operations on the contents of WM recruits DLPFC.

Two other tasks that require subjects to operate on the contents of WM were in a PET study by Petrides et al. (29) in which

Although we have suggestive evidence that storage-plus-processing activates the DLPFC, perhaps through the mechanism of divided attention, it is of interest to inquire into the status of the related hypothesis that pure storage tasks do not activate the DLPFC. The contrast we presented at the outset of this section between the item-recognition and 2-back tasks supports the related hypothesis in that the former task did not activate DLPFC. Also, neither of the other item-recognition experiments reported in this article (10, 13) showed significant activation in DLPFC.

In contrast, there are a couple of studies of verbal WM that on the face of it seem to require only pure storage, yet show activations of DLPFC. Activation of the left DLPFC was found in a recent fMRI experiment (30) in which subjects saw a series of letters and had to detect any X that had been preceded by an A. Although this paradigm seems to be a pure storage task, it is possible that subjects adopted the following strategy: search for an A, and if one is detected, check whether the next letter is an X. This strategy makes the paradigm a kind of dual task, requiring some attention switching whenever an A is detected, and the attention switching may have been the source of the DLPFC activation.8 In another relevant study (31), subjects were given five words or nonwords to remember for 60 sec, and then had to recall the items in any order they wanted. Subjects were scanned, by PET, only during the 60-sec interval they were remembering the items. Though this paradigm seems to be a pure storage task, there was activation in DLPFC. However, because the delay interval was very long for a WM study (far longer than the delay interval used in any other study mentioned in this paper), perhaps subjects engaged in some additional long-term processes, and the latter may have been the cause of the DLPFC activation.

The preceding accounts are speculative. We will need additional research to see how much credence they should be given. It may turn out that some pure storage tasks do activate the DLPFC, but that such activation increases disproportionately when a processing component is added to the storage component. This issue deserves further consideration because it will lead to a refinement of the neural circuitry of WM, a fundamental process in much of thought.

8Note further that this task also may involve some inhibition because of the inclusion of ‘‘foils,’’ e.g., cases in which X occurred not preceded by A.
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